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It is critical to build an effective prediction model to improve the accuracy of financial distress prediction.
Some existing literatures have demonstrated that single classifier has limitations and combination of
multiple prediction methods has advantages in financial distress prediction. In this paper, we extend
the research of multiple predictions to integrate with rough set and Dempster-Shafer evidence theory.
We use rough set to determine the weight of each single prediction method and utilize Dempster-Shafer
evidence theory method as the combination method. We discuss the research process for the financial
distress prediction based on the proposed method. Finally, we provide an empirical experiment with
Chinese listed companies’ real data to demonstrate the accuracy of the proposed method. We find that
the performance of the proposed method is superior to those of single classifier and other multiple

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Financial distress of a company not only makes the company
suffer a huge economic loss but also makes investors and govern-
ment suffer great economic loss. So it is important to build predic-
tion models with high accuracy and effectiveness in financial
distress prediction. Consequently, how to predict companies’
financial distress effectively and timely has become a hot research
topic in academic world.

Researchers in western countries have begun to study financial
distress since 1966. Beaver [1] was the first one who applied a uni-
variate model on financial ratios to predict corporate bankruptcy.
Altman [2] proposed the method of multiple discriminant analysis
(MDA) to perform bankruptcy prediction. He concluded that corpo-
rate bankruptcy could be explained by five financial ratios. Ohlson
[3] introduced a logistic regression (Logit) model to predict finan-
cial distress. Later, Zmijewski [4] proposed a new financial distress
prediction method of Probit.

In recent several decades, various artificial intelligent methods
were employed to predict financial distress. Frydman et al. [5] used
a method of decision tree for financial distress prediction. Tam [6]
presented a neural network (NN) approach to bank failures predic-
tion and showed the proposed method was an effective method for
evaluating the financial condition of a bank. Salchenberger et al. [7]
used a neural network model to achieve a higher degree of
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prediction accuracy of financial distress. Sun and Shenoy [8]
applied Bayesian networks for bankruptcy prediction. Hu [9]
presented a novel multi-player perceptron approach by using a
non-additive decision making method to the financial distress pre-
diction. Bryant [10] established a case-based reasoning (CBR)
bankruptcy prediction system and compared the prediction accu-
racy with Logit model. Park and Han [11] proposed an analogical
reasoning structure for feature weighting. They applied the pro-
posed approach to bankruptcy prediction and showed good results.
Li and Sun [12] applied CBR to financial distress prediction with
financial ratios. Varetto [13] used genetic algorithm to analyze
the insolvency risk. Shin and Lee [14] applied genetic algorithm
(GA) to bankruptcy prediction and illustrated how GA can be
applied to bankruptcy prediction. Their results showed that using
GA for bankruptcy prediction was promising. Dimitras et al. [15]
and Mckee [16] used rough set theory for the prediction of busi-
ness failure and bankruptcy respectively. Kaski et al. [17] used
self-organizing map (SOM) to explore financial statements of
enterprises. Min and Lee [18] applied support vector machine
(SVM) for the bankruptcy prediction problem. They compared its
accuracy with those of MDA, Logit and back propagation NN
(BPNN). The results showed that SVM outperformed those meth-
ods. Shin et al. [19] investigated the efficacy of applying SVM to
bankruptcy prediction problem and showed the superior of SVM
method to BPNN in the bankruptcy prediction. Ko and Lin [20]
introduced an evolutionary approach with modularized evaluation
functions to forecast financial distress. Ravisankar and Ravi [21]
used group method of data handling (GMDH), counter
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propagation neural network (CPNN) and fuzzy adaptive resonance
theory map (fuzzy ARTMAP) to study the financial distress predic-
tion for banks. They found that the GMDH method performed bet-
ter than other two methods and the methods in previous studies
used in their paper. Sun and Li [22] implemented a data mining
method for listed companies’ financial distress prediction. Later,
they [23] indicated that existing methods had disadvantages in
dealing with dynamic sample data. Therefore, they explored a
new model of dynamic financial distress prediction based on longi-
tudinal data streams. Their results showed that the dynamic model
had better performance than static models.

Up to now, much attention has been paid to financial distress
prediction methods based on a single method or combination of
two methods, and few literatures paid attention to combination
of multiple methods. However, some existing literatures have
showed that single classifier had limitations and multiple classifi-
ers improved the prediction accuracy in the financial distress pre-
diction. Jo and Han [24] proposed a new hybrid model based on
CBR, NN and MDA. The new model achieved higher prediction
accuracy than each individual model used. Lin and McClean [25]
demonstrated that a combined model of several classification
models yielded higher prediction accuracy than those of individual
classifiers. Sun and Li [26,27] used combination of multiple classi-
fiers for financial distress prediction. They found that the method
based on the combination of multiple classifiers could largely im-
prove the average prediction accuracy and stability by giving an
empirical experiment with Chinese listed companies’ real world
data. Also the empirical experiment indicated that the method
based on combination of multiple classifiers was more suitable
for the financial distress prediction than the single classifiers.
Nanni and Lumini [28] investigated the performance of several sys-
tems based on ensemble of classifiers. They found that the ensem-
ble system of Random Subspace performed better than all other
models that were used in the bankruptcy prediction.

Therefore, the advantages of combination of multiple methods
can not be neglected. Some literatures [29,30] in other fields also
demonstrated that combination of multiple methods can reduce
the variance of estimated error and hence improve the whole rec-
ognition performance.

It is of great importance to select an effective combination meth-
od in using combination of multiple methods. Existing methods
commonly take the well-known methods including majority voting,
Borda count, Bayesian, behavior-knowledge space (BKS) as the
combination methods. Besides, some literatures took neural net-
works, fuzzy algorithm as combination methods [31-33]. Majority
voting method is intuitively simple and needs no extra memory.
But it has a limitation that all classifiers are treated equally regard-
less of the characteristic of each classifier [34]. The same limitation
also exists in the Borda count method [34]. The Bayesian method
has two major limitations [34,35]. One is that it requires the
assumption of mutual independencies among multiple classifiers,
which is usually not satisfied in real applications. The other one is
that it can not model imprecision about uncertain measurements.
Although BKS dose not require independence of individual classifi-
ers, its space complexity is prohibitively high. Furthermore, the
generalization performance of BKS becomes poorly when the class
distribution is not uniform [36]. In this paper, we take Dempster—
Shafer (D-S) evidence theory as combination method for the finan-
cial distress prediction. D-S evidence theory, which is a powerful
method to combine information [37], is an important combination
method in multiple classifiers. D-S evidence theory has advantages
in dealing with imprecision and uncertain information. It also has
advantages in dealing with any union of classes, which is useful to
deal with classification problems objectively. For classification
problems, D-S evidence theory can treat individual classifiers differ-
ently according to the evidences that have been collected, and it

does not require prior probability. It can effectively distinguish be-
tween “unknown” and “uncertainty” for classification problems. It
can reduce the size of hypothesis set according to the information
collected, thus it decreases the complexity of knowledge space
and hence computation complexity. In addition, some other litera-
tures demonstrated the advantages of D-S evidence theory for deal-
ing with classification problems. Xu et al. [38] used D-S evidence
theory to combine individual methods with an application on hand-
writing recognition. They compared it with three types of combina-
tion methods, which were Bayesian formalism, voting principle and
neural networks. They found that the combination method based
on D-S evidence theory could obtain high recognition and reliability
rates as well as high robustness. Therefore, the combination method
based on D-S evidence theory was taken as their first
recommendation.

Up to now, although D-S evidence theory has been applied in
the financial distress prediction [39], the benefit of application of
D-S evidence theory in multiple predictions for financial distress
has been neglected. Therefore, in this paper, we propose a research
model for listed companies’ financial distress based on multiple
prediction methods by taking D-S evidence theory as combination
method. The distinction between this paper and [38] is that we use
different decision rule and we incorporate with rough set to weight
significance of each single prediction method.

Different single prediction methods have different individual
performance for a specific problem and each single prediction
method has its own uncertainty. Therefore, different prediction
methods play different roles in financial distress prediction. All
prediction methods can not be treated equally. D-S evidence the-
ory can measure the significance of single prediction methods
according to the collected evidences. However, it is not enough
to use D-S evidence theory to measure the significance of single
prediction methods. Conventional D-S evidence theory has an
unavoidable disadvantage that it performs poorly when fusing
high conflict information [40]. By reassigning weight factors before
fusing, Sun et al. [40] reduced the influence of conflict evidence and
got more reasonable fusing results than conventional D-S evidence
theory. To measure the significance of single evidence more accu-
rately, Liu et al. [41] proposed a new method of weighted D-S evi-
dence combination. They also found that the weighted D-S
evidence combination had more precision of fusion than D-S evi-
dence combination in the field of the instance of diesel engine state
evaluation. To measure the significance of single prediction meth-
od more accurately, in this paper we also give different weights to
different prediction methods before using D-S evidence theory to
combine outputs of single predictions. The well-known methods
of determining weights include methods of expert assessment, cor-
relation analysis, minimum sum of errors, fuzzy sets, grey theory,
neural networks, genetic algorithm and wavelet analysis. The dis-
advantage of expert assessment and fuzzy sets is that the weight
depends on empirical knowledge of experts. Thus, the result is sub-
jective. The methods of correlation and minimum sum of errors are
based on the theory of statistics. When they have a greater number
of single prediction models, they would have a larger amount of
calculation even sometimes need the approximate calculation by
numerical computing methods. The methods based on grey theory,
neural networks, genetic algorithm and wavelet analysis usually
need solve minimum sum of errors [42]. In this paper, we use
rough set to determine weight of each single prediction method.
Rough set theory can effectively measure the degree of significance
of single prediction method according to the outputs of single pre-
diction without needing extra prior information. Therefore, it
makes the results of determining weights more objectively. And
it avoids solving linear or nonlinear extremum problem and hence
avoids a large amount of calculation. Rough set has been widely
applied into determining weights [42-44].
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We firstly determine weight of each single prediction method
according to outputs of single prediction method of training sam-
ples by using rough set. Then we combine the prediction results
of single prediction method using combination method of D-S evi-
dence theory. Finally, we give an empirical example to demon-
strate the efficiency of the proposed method using data of
Chinese listed companies.

The rest of this paper is organized as follows. Section 2 gives a
brief introduction of rough set and D-S evidence theory. Section
3 presents the prediction process based on multiple prediction
methods, rough set and evidence theory and gives a simple exam-
ple to explain the research process of the proposed method. In Sec-
tion 4, we provide an empirical example of financial distress
prediction with data of Chinese listed companies and compares
the proposed model with Logit, NN, SVM, multiple classifiers based
on majority voting, multiple classifiers based on Bayesian combi-
nation method and multiple classifiers based on BKS. We conclude
and discuss possible future work in Section 5.

2. Brief introduction to rough set and D-S evidence theory
2.1. Rough set

Rough set theory, which was firstly proposed by Pawlak [45], is
a good method to deal with problem containing uncertain informa-
tion. Rough set theory has been successfully applied in many fields
such as machine learning, pattern recognition, decision analysis
and knowledge discovery.

Consider an information system denoted as a pair ® = (U,CU D),
where U={uy,...,u;} is a nonempty finite set of objects,

C={ci,...,cm} is a nonempty finite set of condition attributes, and
D={d,...,d,} is a nonempty finite set of decision attributes. The
equivalence relationship is defined as follows.
Re ={(x,y) € Ux Ulg(x) = ¢;(y), V¢ € C} (M
R, ={(x,y) € Ux Ulci(x) = ¢;(y), Vei € C,ci # ¢},

j=1..m 2)

Ro = {(x,y) € U x Uld;(x) = d;(y), Vd; € D}. 3)

It is obvious that R, R, and Rp are all equivalence relationship on U.
U[Rc and U/R;; are called knowledge systems on the basis of condi-
tion attributes. And U/Rp, is called knowledge system on the basis of
decision attributes.

Definition 1. The dependence of D to C is defined as:

H(Ro/Re)=— > pld Y p()/ ) log(p(lyl/[x)) (4)
[X]eU/Re leU/Rp
where p[x] = ggr’dd (/X)) = % The value of H(Rp/R¢) is the

dependence of D to C.

Definition 2. The significance of C; can be defined as follow.

(¢, C,D) = |H(Ro/R) — (RD/Rc)I ()
HRo/Re) =~ > pixl > p(ll/x)log(p(yl/[x])).

(MEU/Ry lyleU/Rp

j=1,....m. (6)

Definition 3. The weight of condition attribute is defined as
follow.
w(c;,C,D
wy— ©(G:CD) @)
> (¢, C,D)
=1

It is noted that all of Definitions 1-3 are based on the theory of
entropy.

2.2. D-S evidence theory

D-S evidence theory which originated from the upper and lower
probabilities by Dempster [37] is a new important reasoning meth-
od and is a powerful method to combine accumulative evidence of
changing prior opinions in the light of new evidences. Because of
its power to synthesize information, D-S evidence theory has been
applied in many fields such as fault diagnosis [46], multi-class clas-
sification [47] and supplier selection [48]. Also it has been applied
in intuitionistic fuzzy sets to solve multiple criteria decision mak-
ing problem [49]. Recently D-S evidence theory is frequently used
in the fusion of decision-making layer [50,51].

2.2.1. Basic probability assignment

Let © be a finite nonempty set of mutually exclusive alterna-
tives, and be called the frame of discernment. For any proposition
A in any problem, they all belong to the power set 2°. On 2° we
can define the basic probability assignment function (BPAF) m
29 - [0,1], such that m satisfies: m(®)=0 and YacoMm@A) =1,
where @ is the empty set. -

m(A) is called basic probability assignment of proposition A. If
m(A) > 0, the subset A is called focal element.

2.2.2. Belief function
The belief function of proposition A, denoted as Bel(A), is defined
as follows:

Bel(A) = > " m(B),

BCA

VAC 6. (8)

The belief function represents the minimal support of A, which
means the total trust of proposition A.

2.2.3. Plausibility function
The plausibility function can be defined as follows:

P(A) =1—BelA)= S m(B), VACO. 9)

BnA#=®

The plausibility function represents the maximal support of A.

2.2.4. D-S rule of combination

Let Bel; and Bel, be two belief functions, and m; and m, be the
corresponding basic probability assignment functions. The evi-
dences are A,A,, . . .,An with respect to m; and By, B, . . ., B, with re-
spect to ma. If 35, 5 o1 (A))m2(B;) < 1, we have

1
m(A) =m &m;(A) = AZ my(A)my(B;), VACO, A#
{B—A
mA)=my &@myA)=0, A=0. (10)
where
K= " mA)my(B).
A,-mBj:di

K, which reflects the conflict between the evidences, is called the
conflict probability. Coefficient ;1 is called normalized factor.

3. Research process

In this section, we will present the research process for financial
distress prediction. We first input financial ratios to each of single
prediction methods. And then we calculate the weight of each sin-
gle prediction method according to the outputs of single prediction
based on the training samples. Finally, we use D-S evidence theory
to combine the outputs of each single prediction method. Fig. 1
demonstrates the research process for financial distress prediction
proposed in this paper.
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Fig. 1. Process of using multiple prediction methods for financial distress prediction with rough set and D-S evidence theory.

More specified, the steps of financial distress prediction based
on the proposed method are described as follows.

Step 1. Predict using single methods.

The data obtained from the real world are usually different from
each other in unit and scale due to the criteria. Therefore, it is of
great importance to normalize the data to eliminate the difference
before applying the data to single prediction. The function of nor-
malization is defined as follow.
% = oy ~ iy a

j j
where x; means the attribute value of the variable j for the ith com-
pany. max; and min; represent the maximal value and minimal va-
lue of the variable j cross all companies respectively.

Let Ymetnoa(j)(Ai) represents the output of single prediction.
Where method(j) represents single prediction method j, and A; rep-
resents the ith company. Therefore, ymermod(j) (Ai) represents predic-
tion value of company i using the single prediction method j. The
matrix form of outputs is as follow.

ymethod(] ) (A1 ) ymethod(l) (AZ) Ymethod(l ) (A,—,)

.Vmethod(Z) (A1 ) ymethod(Z) (AZ) ymethod(Z) (Aﬂ)
(12)

ymethod(l) (Al ) Ymethod(l) (AZ) ymethod(l) (Aﬂ)

where n is the number of companies and [ represents the number of
single prediction methods we use.

To satisfy the requirement of D-S rule of combination and to
achieve more accuracy results of financial distress prediction, we
have all of the values of outputs be between 0 and 1. That is
Yimethodg)(Ai) € [0,1].

Step 2. Determine the weight of each single prediction method
we use.

Before using rough set to determine weights, we need to draw
the characteristic of each attribute with the corresponding output
in order to calculate the degree dependence of each decision attri-
bute to condition attributes. There are four common methods for
characterization which are Equal distance quartile, Ndive Scaler
algorithm, SsmiNaive Scaler algorithm and Boolean calculation.

For the financial distress prediction problem, U={A,,...,As},
C={method(1),...,method(l)} and D = {d}, where d is the decision

attribute that diagnoses whether one company is in financial dis-
tress or not. If the ith company is in financial distress, d(A;) =1
and O otherwise. We can construct the knowledge system as
Table 1. In Table 1, Cppoqq(Ai) is the value after characterizing

J/merhod(j)(Ai)-
According to the Egs. (4)-(6), we can obtain

w(method(j), C, D) = |H(Rp/Rmetod)) — H(Ro/Rc)|
Therefore, the weight of method j can be calculated as follow.
w(method(j),C,D)

Wmethad(j) = (13)

: w(method(j), C, D)

j=1

The future financial condition of companies is unknown. But we
can know whether the current condition of companies is in finan-
cial distress or not. Therefore, in this step, d(A;) comes from train-
ing samples and Ymerod(j)(Ai) comes from outputs of training
samples. In this step, sample size n represents the number of com-
panies of training sample.

Step 3. Combine the outputs of single prediction method.

Before using D-S evidence theory to combine the outputs of sin-
gle prediction method, we need to transform the outputs into basic
probability assignments. It is implemented by function (14) and
function (15).

Winethod() * Ymethod() (Ai)

mmethod(j) (Al) = (14)
Z Winethod(j) * ymetlwd(j) (Al) +1
i=1
1
Miethod(j) (@) = (15)
> Winethod(j) * Ymethod(j) (Ai) + 1
i=1
Table 1
Knowledge system for financial distress prediction.
U method(1) method(l) d
Ay Chethod(1) (A1) Crnethod(ty (A1) d(Ar)
An Conethod(1) (An) Chnethod() (An) d(An)
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where n represents the number of companies, which can be the
number of training samples or the number of testing samples, and
A; represents the ith company. Ymermoa()(Ai) represents the outputs
of the ith company by using single prediction method j. Wpethod())
is the weight of prediction method jwhich is calculated by Eq.
(13) in step 2.

The matrix form of basic probability assignments is presented
below.

Mumethod(1) (A1)
mmethod(Z) (Al)

mmethod(l) (AZ)
Mmethod(2)(A2)

mmethod(l) (An)
mmethod(Z) (An)

Muethod(1)(O)
mmethod(Z) (@)

mmethod(l)(@)
(16)

After transforming outputs into basic probability assignments,
we combine the basic probability assignments using D-S rule of
combination according to Eq. (10). Then a final basic probability
assignment m(A;) for the i th company is obtained. They are
m(A,), m(Ay)...m(Ap).

Step 4. Make decision.

Firstly, convert m(A;) into decision-making value by using equa-
tion (17). According to the basic probability assignment function
(14), we define Eq. (17) as follow.

mmethod(l) (Al ) mmethod(l) (AZ ) mmehod(l) (An )

ymnmwy<ipmo+0,inzmm (17)
i=1
In matrix form it can be expressed as:

1-m(A) —m(A) —m(A1) 1Y (A) m(Ar)
—m(A;) 1-m(A) —mA) || Y(A) | | mA)
-mA,)  —m(A) 1T—m(An) ] Ly'(An) m(An)

(18)

According to Eq. (18), we can calculate y'(A;).

Then a criteria needs to be set to diagnose whether the compa-
nies are in financial distress or not. Suppose CR is the criteria.

If y'(A;) > CR, we say that the ith company is in financial distress
(d(Ay) =1).

If y'(A;) < CR, we say that the ith company is not in financial dis-
tress (d(A;) = 0).

Obviously, if the Eq. (18) has more than one solution or has no
solution, we may have difficulty to take a prediction. For example,
suppose that CR = 0.5 and the solution of y'(A;) has two values 0.8
and 0.1, then we are not able to make decision on company A;. For-
tunately, such scenarios would not happen. We can prove that the
Eq. (18) has a unique solution.

Proposition 1. Eq. (18) has a unique solution.

Proof. Eq. (18) is of the form AX=F,

1-mA)  —m(A) —m(A)
-m(A;) 1-m(Ay) —m(A)
where A =
_m.(An) _m.(An) 1- 77‘1(An)
y'(Ar) m(A)
V'(A2) m(Az)
X = ) F= ]
Y'(An) m(An)

A is called coefficient matrix of X. It is well known that if |A| # 0
then Eq. (18) has a unique solution. We have

1-mAy) —mA) “m(A)
T Bt (19)
mA) mA) 1 miAy)
1=y mA) 1-Ym@A) - 1-3mA)
| m 1o may . 20
mA) -miAy 1 mA)
1 1 1
I S 7| IR ST Gy e1)
- 0 O 1 -

By the function (15), we have Mpmetnoaj(@) # 0 for j=1,...,1L
Then Y, m@A)=1-m@®)#1. And thus |A=1-
ST m(A;) # 0, which yields the result.

Here, a simple example is given to describe the research
process. [

Example 1. Let us consider ten companies. The financial condition
of ten companies is given in Table 2. In Table 2, “1” represents the
company being in financial distress, and “0” represents the com-
pany which is not in financial distress. Three prediction methods
are used to predict financial distress. The value of financial ratios
and the step of single prediction are not given in this example.

Table 2
Condition of ten companies.

Companies Actual financial condition

1 1

2 1

3 0

4 1

5 0

6 0

7 1

8 1

9 1

10 0

Table 3
Outputs of single prediction.

Companies Method 1 Method 2 Method 3
1 0.65 0.48 0.76
2 0.53 0.62 0.88
3 0.42 0.67 0.78
4 0.92 0.71 0.82
5 0.14 0.25 0.28
6 0.16 0.21 0.15
7 034 0.46 0.39
8 0.49 0.41 0.43
9 0.59 0.65 0.72
10 0.12 0.26 0.31
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Table 4
Knowledge system after characterizing the outputs of single prediction.

Method Method Method Actual financial condition
1 2 3 (d)

Companies

NoOUh WwN =
CoO = O ==
COoO ===
C OO = = =
— 00— 0= =

Table 5
Actual financial condition and prediction financial condition.

Companies Actual financial condition Prediction financial condition

— O 00N U A WN =
O—= N R OO0 = O R~ —
O = 0000 ~=,O ==

The sample of ten companies is categorized into a training
sample and a testing sample. Companies 1-7 are used as the
training sample, and companies 8-10 are used as the testing
sample. The outputs of single prediction by using three methods
are listed in Table 3.

In Step 2, by characterizing the outputs of single prediction of
the training sample, we can construct knowledge system that is
given in Table 4. Then we can get the following results.

H(Rp/Rc) = 0.2728.

H(Rp/Ruethoda(1)) = 0.5456, H(Rp/Rmethod2)) =
H(Rp/Riethod(3)) = 0.2728.
w(method(1),C,D) = 0.2728,
w(method(3),C,D) =
Whnethod(1) = ],

0.2728,
w(method(2),C,D) =0,

Wmetlwd O Wme[hod( 3) = =0.

In Step 3, by the functions (14) and (15), we can get the matrix form
of basic probability assignments as follow.

Mumethod(1) (A1) Mumethod(1) (A7) Mmethod1)(O)

Minethod(2) (A1) Minethod(2) (A7) Minethod(2)(O) | = 0
mmethod(3)(Al) mmethod(B (A7) Mumethod, 3)(@) 0
Minethod(1)(A8)  Mmethod(1)(A9)  Mumethod(1)(A10)  Mimethod(1)(O)
Miethod(2)(A8)  Minethod(2)(A9)  Mmethod(2)(A10)  Mmethod2) (@) | =
Muethod3)(A8)  Mmethod3)(A9)  Mmethod3)(A10)  Mmethod(3)(O)

The results of combining are:

m(A;) = 0.1563, m(A;) = 0.1274, m(A;) = 0.1010,
m(As) =0.2212, m(As) = 0.0337, m(Ag) = 0.0385,
m(A;) = 0.0817, m(As) = 0.2227, m(As) = 0.2682,
m(Ap) = 0.0545.

In Step 4, according to the Eq. (17) we have

Y (A1) =0.6507, y'(A;)=0.5304, y'(As)=0.4205,
V(As) = 0.9209, y'(As) = 0.1403, y'(As) = 0.1603,
V(A7) = 03401, y'(As) = 0.4899, y'(Ag) = 0.5900,
¥'(A10) = 0.1199.

In this example, we set the criteria CR=0.5. That means if
y'(A;) = 0.5, company i is in financial distress. If y’(A;) <0.5, com-
pany i is not in financial distress. The actual financial condition
and prediction financial condition of companies in this example
are listed in Table 5

Only company 7 and company 8 are predicted incorrectly.

4. Empirical experiment
4.1. Samples

In this study, according to the benchmark whether the listed
company is specially treated (ST) by China Securities Supervision
and Management Committee (CSSMC), we categorize Chinese
listed companies into two classes, which are companies in health
situation and companies in financial distress. If one company is
specially treated, it is a company in financial distress. Otherwise,
it is a healthy company. Chinese listed companies are specially
treated by CSSMC if they have had negative net profit in recent
continuous two years or they have purposely published financial
statements with serious false and misstatement. In our study, we
consider ST companies as the companies that have had negative
net profit in recent continuous two years.

We randomly collect 276 samples listed in Shenzhen Stock
Exchange and Shanghai Stock Exchange. Among them, two thirds
are healthy companies while other one third ST companies. By
eliminating the sample companies in case of missing financial
ratios data, the final samples include 92 ST companies that were
specially treated between 2007 and 2009 and 161 healthy compa-
nies during the same period. There is no proportion between the
remaining ST companies and the remaining healthy companies.
Ohlson [3] indicated that there was no appreciate criteria to be
used to match distressed companies and healthy companies. Later,
some researchers also did not use matched sample [5,52,53].
Therefore, we did not add ST companies or healthy companies to
a certain proportion any more. Thirty-nine financial ratios (see

0.1563 0.1274 0.1010 0.2212 0.0337 0.0385 0.0817 0.2404

0 0 0 0 0 1
0 0 0 0 0 1
0.2227 0.2682 0.0545 0.4545
0 0 0 1
0 0 0 1

Table 6.) covering profit ability, debt ability, activity ability, growth
ability, cash ability and shareholder profit ability are selected as
initial features.

For Chinese listed companies’ financial distress prediction,
some literatures used data at year (t — 2), which represents two
years before, to predict financial distress at year (t — 0) [26,27].
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Table 6
Definition of variables.
Variables Definition
X1 Net operating income rate
X2 Net profit margin of total assets
X3 Return on equity
X4 Return on total assets
X5 Return on invested capital
X6 Operating margin
X7 Profit margin
X8 Current ratio
X9 Quick ratio
X10 Cash ratio
X11 Asset-liability ratio
X12 Tangible net debt ratio
X13 Working capital ratio
X14 Working capital to total assets ratio
X15 Working capital to net assets ratio
X16 Equity ratio
X17 Long-term debt ratio
X18 Equity to liability ratio
X19 Interest coverage ratio
X20 Account receivable turnover
X21 Account payable turnover
X22 Inventories turnover
X23 Current assets turnover
X24 Fixed assets turnover
X25 Total assets turnover
X26 Working capital turnover
X27 Sales growth rate of major operation
X28 Growth ratio of net profit
X29 Capital maintenance and appreciation
X30 Growth ratio of total assets
X31 Cash flow to current liability
X32 Cash to main business income ratio
X33 Net operating cash flow per share
X34 Net cash flow of investing activities per share
X35 Cash ratio to sales
X36 Operating income per share
X37 Earnings per share
X38 Net assets per share
X39 Price-to-book ratio

And some other literatures used data at year (t — 3) to predict
financial distress at year (t — 0) [54]. In this paper, we use data at
year (t — 2) and data at year (t — 3) to predict financial distress at
year (t — 0) respectively. All of the data used in this study are ob-
tained from China Stock Market & Accounting Research (CSMAR)
database.

4.2. Selection of single prediction method

Single prediction methods play an important role in the perfor-
mance of multiple prediction methods. Every single prediction
method has its own advantages and disadvantages. On the one
hand, we expect to utilize advantages of all of single prediction
methods. On the other hand, too many methods will increase the
multiple prediction system’s complexity. Meanwhile, the proposed
method in this paper requires the prediction values of single pre-
diction methods in the range of [0,1] rather than classification la-
bels {0,1} (See Step 1.). Therefore, some classification methods
which have been applied for financial distress prediction can not
be selected such as decision trees (DT) and MDA. Logistic regres-
sion, neural network (NN) and support vector regression (SVR)
are good methods for prediction. And they have been demon-
strated to be good methods for financial distress prediction
[3,6,7,18,19]. To achieve more prediction accuracy and reduce the
complexity of prediction, in this paper, we take logistic regression,
neural network and support vector regression as basic prediction
methods.

4.3. Experiment and comparison

4.3.1. Experiment

To evaluate the prediction accuracy and stability of the pro-
posed method in this paper, we use 10- folder cross-validation to
perform our experiment. The samples collected are randomly di-
vided into ten datasets. On each validation, we compare the pro-
posed method with other methods. The maximum and minimum
values of each variable are listed in Tables 7 and 8.

t-test and stepwise logistic regression are used to reduce fea-
tures from 39 initial financial ratios in Table 6 using software SPSS
16.0 based on training datasets. We first use t-test to remove some

Table 7
Max and Min values of variables X1 — X29.

Variables Values at year (t — 2) Values at year (t — 3)
X1 Max = 0.604626 Max = 0.479729
Min = —4.846423 Min = -2.147677
X2 Max = 0.325284 Max = 0.190511
Min = —0.620457 Min = —0.154485
X3 Max = 0.550259 Max = 0.729280
Min = —1.538052 Min = -0.997526
X4 Max =0.501713 Max = 0.266862
Min = —0.524037 Min = -0.149110
X5 Max = 0.725510 Max = 0.544860
Min = —1.498759 Min = —0.444843
X6 Max = 0.677344 Max = 0.545405
Min = —3.564519 Min = —2.091958
X7 Max = 4.175723 Max = 1.384188
Min = —-2.353363 Min = 0.463575
X8 Max = 29.85033 Max = 6.708822
Min = 0.267057 Min = 0.251585
X9 Max = 25.175949 Max = 6.011356
Min = 0.045613 Min = 0.064571
X10 Max = 2.059608 Max = 0.000000
Min = 0.000000 Min = 0.000000
X11 Max = 0.935909 Max = 0.914882
Min = 0.009122 Min = 0.109977
X12 Max = 23.175897 Max = 11.378543
Min=0.011628 Min = —492.337748
X13 Max = 0.966500 Max = 0.850943
Min = —2.744513 Min = —2.974794
X14 Max = 0.755015 Max = 0.657885
Min = —-0.552717 Min = —0.479246
X15 Max = 1.735940 Max = 2.165512
Min = —5.120481 Min = —5.269909
X16 Max = 0.990878 Max = 0.890023
Min = 0.064091 Min =0.085118
X17 Max = 0.837292 Max = 0.805384
Min = 0.000000 Min = 0.000000
X18 Max = 108.619697 Max = 8.092819
Min = 0.068479 Min = 0.093037
X19 Max = 217.224049 Max = 300.000000
Min = —209.381408 Min = —146.282660
X20 Max = 404.759402 Max = 214412132
Min =0.785612 Min = 0.510858
X21 Max = 61.74442 Max = 30.947160
Min =0.167578 Min = 0.929975
X22 Max = 675.652448 Max = 219.886561
Min = 0.023957 Min = 0.083881
X23 Max = 9.598082 Max = 11.173971
Min = 0.024046 Min = 0.066029
X24 Max = 69.187856 Max = 35.359740
Min = 0.158047 Min =0.107633
X25 Max = 2.884861 Max = 2.754135
Min =0.015332 Min = 0.038685
X26 Max = 317.651402 Max = 487.615776
Min = —373.043107 Min = -271.965189
X27 Max =7.670736 Max = 16.275289
Min = -0.912951 Min = —0.754743
X28 Max = 394.669323 Max =221.108103
Min = —-303.312789 Min = —49.980694
X29 Max =3.162923 Max = 3.211478
Min =0.164317 Min = 0.359860
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Table 8 Table 10
Max and Min value of variables X30 — X39. Selected features using data at year (t — 3).
Variables Values at year (t — 2) Values at year (t — 3) Validation Features
X30 Max = 2.604411 Max = 1.004208 1 Working capital to net assets ratio (X15),
Min = —0.558090 Min = —0.410402 Growth ratio of total assets (X30),
X31 Max = 0.800984 Max =2.218627 Cash flow to current liability (X31)
Min = -10.676984 Min = -0.642190 2 Net profit margin of total assets (X2),
X32 Max = 1.554536 Max =10.557602 Return on equity (X3),
Min = —4.371405 Min = —0.975485 Working capital to net assets ratio (X15),
X33 Max = 3.887462 Max = 2.144374 Account payable turnover (X21),
Min =—-2.385782 Min = —-0.940413 Net operating cash flow per share (X33)
X34 Max = 1.153775 Max = 0.547787 3 Return on equity (X3),
Min = —-3.539853 Min = —-3.806722 Return on total assets (X4),
X35 Max = 91.468199 Max = 78.722321 Working capital to net assets ratio (X15),
Min=-16.275194 Min = —262.444061 Long-term debt ratio (X17),
X36 Max = 46.937359 Max = 51.541205 Sales growth rate of major operation (X27),
Min = 0.043860 Min=0.111267 Cash flow to current liability (X31)
X37 Max = 2.984278 Max =1.712317 4 Return on total assets (X4),
Min =-2.113392 Min = -1.537526 Asset-liability ratio (X11),
X38 Max = 15.674792 Max = 6.698431 Net operating cash flow per share (X33)
Min = 0.000000 Min =0.118087 5 Net profit margin of total assets (X2),
X39 Max = 133.571600 Max = 59.193650 Return on equity (X3),
Min = 0.000000 Min = 0.691025 Working capital to net assets ratio (X15),
Account payable turnover (X21),
Net operating cash flow per share (X33)
6 Net profit margin of total assets (X2),
Return on equity (X3),
Working capital to net assets ratio (X15),
Table 9 . Cash to main business income ratio (X32)
Selected features using data at year (t — 2). 7 Return on total assets (X4),
Validation Features Tangible net debt ratio (X12),
Sales growth rate of major operation (X27),
1 Working capital turnover (X26), Cash flow to current liability (X31)
Earnings per share (X37) 8 Return on total assets (X4),
2 Working capital turnover (X26), Asset-liability ratio (X11),
Earnings per share (X37) Sales growth rate of major operation (X27),
3 Inventories turnover (X22), Cash to main business income ratio (X32),

Sales growth rate of major operation (X27),
Earnings per share (X37),
Price-to-book ratio (X39)
4 Quick ratio (X9),
Working capital turnover (X26),
Earnings per share (X37)
5 Net operating income rate (X1),
Working capital turnover (X26),
Earnings per share (X37)

6 Working capital turnover (X26),
Earnings per share (X37)
7 Return on equity (X3),

Quick ratio (X9),

Working capital to total assets ratio (X14),
Net operating cash flow per share (X33),
Operating income per share (X36),
Earnings per share (X37)

8 Working capital turnover (X26),
Earnings per share (X37)

9 Working capital turnover (X26),
Earnings per share (X37)

10 Net profit margin of total assets (X2),

Return on equity (X3),
Earnings per share (X37)

features on the significance at 5%. Then we use stepwise logistic
regression to further reduce the remaining features. The selected
features are listed in Tables 9 and 10.

In the first step, the selected features are input into each single
prediction method for independent financial distress prediction. In
this study, the radial basis function (RBF) is used as the basic kernel
function of SVR prediction. Grid-search and cross-validation are
used to search for optimal parameters values of RBF based on train-
ing datasets. We use BPNN as the NN algorithm. Matlab 7.0 soft-
ware is used to implement single NN prediction. We run twenty
experiments for NN prediction and we select the optimal set of
experiment results as the outputs of NN prediction.

Cash ratio to sales (X35)
9 Net profit margin of total assets (X2),
Return on equity (X3),
Working capital to net assets ratio (X15),
Account payable turnover (X21),
Net operating cash flow per share (X33)
10 Return on total assets (X4),
Asset-liability ratio (X11),
Equity to liability ratio (X18),
Cash to main business income ratio (X32)

In the second step, we take the Equal distance quartile method
for characterization. In this paper, we define that the attribute va-
lue of company in financial distress is equal to 1, and the attribute
value of healthy company is equal to 0. Hence, the range of attri-
bute values is divided into two intervals which are marked by 0
and 1 respectively.

In this paper, we set 0.5 as the criteria that diagnoses whether
one company is in financial distress or not. In other words, if
¥'(A;) = 0.5, we say that the ith company is in financial distress.
The prediction accuracy of the proposed method in this paper is gi-
ven in Tables 11 and 12.

4.3.2. Comparison

We compare prediction accuracy of the proposed method with
independent logistic regression, SVM classification and NN classifi-
cation, multiple classifications based on majority voting method,
multiple classifications based on Bayesian and multiple classifiers
based on BKS. For a two-class problem, the Borda count is equiva-
lent to the majority vote. Therefore, we do not compare the pro-
posed method with multiple classifications based on Borda
count. To make the comparison meaningful, we use the same
way to deal with the comparative models. Independent SVM clas-
sification takes the same basic kernel function as that of proposed
method. And we take the same method to search for optimal



Table 11
Results of 10-folder cross-validation using data at year (t — 2).
Validation Prediction accuracy of training datasets (%) Prediction accuracy of testing datasets (%)

Logit NN SVM Multiple Multiple Multiple Proposed Logit NN SVM Multiple Multiple Multiple Proposed
classifiers classifiers classifiers method classifiers classifiers classifiers method
based on majority  based on based on BKS in this paper based on based on based on BKS in this paper
voting Bayesian majority Bayesian

voting
1 84.10 85.09 88.16 84.65 86.84 87.72 87.28 84.00 80.00 84.00 84.00 88.00 88.00 88.00
2 84.50 82.82 88.55 84.14 87.67 88.11 88.99 80.77 80.77 76.92 80.77 80.77 76.92 84.62
3 82.40 82.02 86.40 85.65 85.96 87.28 86.40 92.00 92.00 92.00 92.00 92.00 92.00 92.00
4 85.90 82.02 90.79 88.16 90.35 91.67 88.60 80.00 80.00 84.00 80.00 84.00 84.00 88.00
5 86.70 83.26 89.43 87.67 87.67 88.99 88.55 73.08 80.77 84.62 76.92 76.92 80.77 84.62
6 84.10 82.89 87.28 85.09 86.40 86.84 88.16 84.00 84.00 88.00 84.00 88.00 92.00 88.00
7 85.80 85.90 88.43 85.90 88.99 89.43 88.11 80.77 84.62 80.77 80.77 80.77 80.77 80.77
8 85.09 87.28 86.84 83.77 84.65 85.96 87.72 92.00 88.00 92.00 92.00 96.00 96.00 92.00
9 83.80 85.09 86.84 85.96 87.28 88.16 86.84 84.00 88.00 80.00 88.00 84.00 80.00 88.00
10 85.90 83.77 88.16 85.96 87.28 88.16 88.60 84.00 80.00 92.00 88.00 92.00 92.00 92.00
Mean 84.83 84.01 88.09 85.70 87.31 88.23 87.93 83.46 83.82 85.43 84.65 86.25 86.25 87.80
Variance 1.660 3.090 1.784 1.971 2475 2.458 0.721 31.244 18322 29389  26.980 36.061 43172 13.633
Coefficient of variation 0.020 0.037 0.020 0.023 0.028 0.028 0.008 0374 0.219 0.344 0319 0.418 0.501 0.155
Table 12
Results of 10-folder cross-validation using data at year (t — 3).
Validation Prediction accuracy of training datasets (%) Prediction accuracy of testing datasets (%)

Logit NN SVM Multiple Multiple Multiple Proposed Logit NN SVM Multiple Multiple Multiple Proposed
classifiers classifiers classifiers method in classifiers classifiers based classifiers method in
based on based on based on BKS this paper based on on Bayesian based on BKS this paper
majority Bayesian majority
voting voting

1 70.20 70.18 70.18 70.61 68.86 71.93 69.30 60.00 60.00 52.00 64.00 56.00 60.00 64.00
2 70.50 66.52 67.84 67.84 69.60 71.81 70.04 69.23 61.54 61.54 57.69 69.23 73.08 69.23
3 69.70 63.60 74.56 71.05 68.86 71.89 75.00 68.00 76.00 68.00 84.00 76.00 84.00 70.61
4 68.00 67.54 66.67 70.18 66.67 70.18 67.54 52.00 64.00 52.00 52.00 72.00 60.00 60.00
5 67.40 64.76 71.81 69.16 66.96 73.57 71.37 61.54 73.08 69.23 69.23 65.38 61.54 69.23
6 64.50 66.23 68.86 65.79 66.67 70.18 67.54 64.00 64.00 72.00 64.00 64.00 68.00 76.00
7 65.20 66.96 67.40 66.96 65.20 68.28 67.40 69.23 69.23 69.23 69.23 73.08 69.23 73.08
8 70.20 64.04 70.18 68.42 70.18 74.56 66.67 76.00 80.00 84.00 64.00 68.00 68.00 80.00
9 70.60 66.67 68.42 69.74 69.74 71.05 71.49 64.00 68.00 64.00 68.00 60.00 60.00 68.00
10 69.30 68.86 69.74 69.30 67.54 70.18 68.42 56.00 60.00 52.00 52.00 56.00 56.00 60.00
Mean 68.56 66.54 69.57 68.91 68.03 71.36 69.48 64.00 67.59 64.40 64.42 65.97 65.99 69.02
Variance 4.953 4.220 5.403 2.768 2.720 3.299 6.589 49.422 48.367 107.911 88.533 48.993 68.939 41.927
Coefficient 0.072 0.063 0.078 0.040 0.040 0.046 0.095 0.772 0.716 1.676 1.374 0.743 1.045 0.607

of variation
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parameters. For independent NN classification, we also take the
same optimal set among 20 experiment results as the results of
independent NN classification. For multiple classifications based
on majority voting method, multiple classifications based on
Bayesian and multiple classifiers based on BKS, we also take the
same optimal set among 20 experiment results as the results of
single NN prediction.

Prediction results of the training datasets and the correspond-
ing testing datasets using data at year (t — 2) are summarized in
Table 11.

Financial prediction method proposed by this paper has lower
average prediction accuracy for training datasets than SVM and
multiple classifiers based on BKS. However, both of the variance
and coefficient of variation based on proposed method are the low-
est for training datasets. For testing datasets, our method has the
highest prediction accuracy on all validations except validation 6,
validation 7 and validation 8. Besides, the average prediction accu-
racy of the proposed method is also the highest for testing datasets.
Also, the proposed method has the lowest variance and coefficient
of variation for testing datasets.

Table 12 provides prediction results of the training datasets and
the corresponding testing datasets by using data at year (t — 3).

The proposed method has higher average prediction accuracy
for training dataset than Logit, NN, multiple classifiers based
on majority voting and multiple classifiers based on Bayesian.
Although the variance and coefficient of variation are the highest
for training datasets, its variance and coefficient of variation are
the lowest for testing datasets. Besides, the proposed method has
the highest prediction accuracy on validation 1, validation 6, vali-
dation 7, validation 9 and validation 10 for testing datasets. Mean-
while, it has the highest average prediction accuracy for testing
datasets.

4.4. Discussion

Experimental results show that financial distress prediction
based on the proposed method has higher average prediction accu-
racy and lower variance and coefficient of variation than any other
single classifiers and multiple classifiers for the testing sample, so
it can greatly improve the prediction accuracy and prediction sta-
bility. It can combine outputs of single classifiers effectively.
Hence, the multiple prediction method proposed in this paper is
an effective and an excellent method for financial distress
prediction.

5. Conclusions

The combination of multiple prediction methods has advanta-
ges in financial distress prediction. In this paper, we extended
the research of combination of multiple prediction methods for
financial distress. We used multiple prediction methods for finan-
cial distress prediction incorporating with rough set and D-S evi-
dence theory. We applied rough set theory to determine the
weight of each single prediction method and we took D-S evidence
theory as the combination method. We gave a simple example to
illustrate the research process of the proposed method. We used
real world data of Chinese listed companies to evaluate perfor-
mance of the proposed method and compared it with single classi-
fication methods and some other multiple classifiers. Results
showed that proposed method had the highest prediction accuracy
and the lowest variance and coefficient of variation for testing
samples. Hence, multiple prediction method proposed in this paper
is an effective and an excellent method for financial distress
prediction.

The proposed method has some limitations. In this paper,
although proposed method has good prediction results for testing
samples, the prediction results for training samples are not so
good. The criteria in Step 4, which diagnoses whether one company
is in financial distress or not, may influence the prediction perfor-
mance. If the value of criteria is too large, it may lower the accuracy
for the prediction of companies in financial distress. If the value of
criteria is too low, it may lower the accuracy for the prediction of
healthy companies. A proper criteria is important to improve the
prediction accuracy of financial distress. It will be interesting to
search the optimal criteria such that both training accuracy and
testing accuracy are high. Continuation of this work could take
the direction.
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