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#### Abstract

A subset $H$ of non-negative integers is called an essential component, if $\underline{d}(A+H)>\underline{d}(A)$ for all $A \subset \mathbb{N}$ with $0<\underline{d}(A)<1$, where $\underline{d}(A)$ is the lower asymptotic density of $A$. How sparse can an essential component be? This problem was solved completely by Ruzsa. Here, we generalize the problem to the additive group $\left(\mathbb{F}_{p}[t],+\right)$, where $p$ is prime. Our result is analogous to but more precise than Ruzsa's result in the integers. Like Ruzsa's, our method is probabilistic. We also construct an explicit example of an essential component in $\mathbb{F}_{p}[t]$ with small counting function, based on a construction of small-bias sample space by Alon, Goldreich, Håstad, and Peralta.


## 1. INTRODUCTION

1.1. Essential components in $\mathbb{N}$. Let $\mathbb{N}$ denote the set of nonnegative integers. If $A \subset \mathbb{N}$, the lower asymptotic density of $A$ is defined as

$$
\underline{d}(A)=\liminf _{N \rightarrow \infty} \frac{|A \cap\{1,2, \ldots, N\}|}{N}
$$

and the Shnirelmann density of $A$ is

$$
\sigma(A)=\inf _{N \geq 1} \frac{|A \cap\{1,2, \ldots, N\}|}{N}
$$

For two subsets $A, B$ of an abelian group, we define the sumset $A+B=\{a+b: a \in A, b \in B\}$. If $n \in \mathbb{N}$, then $n A$ denotes the $n$-fold sumset of $A$. If $A \subset \mathbb{N}$, let $A(x):=\#\{1 \leq n \leq x: n \in A\}$ denote the counting function of $A$.

A set $H \subset \mathbb{N}$ is called an essential component if for any $A \subset \mathbb{N}$ with $0<\underline{d}(A)<1$, we have $\underline{d}(A)<\underline{d}(A+H)$. The notion of essential components was introduced by Khinchin [8], though instead of $\underline{d}$ he used $\sigma$. For a detailed account of essential components, see [7, Chapter I, $\$ 5$ ]. As was proved by Plünnecke [12, Theorem 77, p. 116], $H$ is an essential component with respect to $\sigma$ if and only if $H$ is an essential component with respect to $\underline{d}$ and $\{0,1\} \subset H$.

Shnirelmann's inequality [13, Theorem 4.2.1] implies that if $\sigma(H)>0$ and $0 \in H$, then $H$ is an essential component. Khinchin [8 proved that the set $\left\{n^{2}: n \in \mathbb{N}\right\}$ is an essential component and Erdős 4] proved that if $H$ is an additive basis of $\mathbb{N}$, i.e. $k H=\mathbb{N}$ for some $k \in \mathbb{Z}$, then $H$ is an essential component. If $k H=\mathbb{N}$ then clearly $H(x) \gg x^{1 / k}$. It is natural to ask if $H$ is an essential component, then how small can $H(x)$ be. Linnik [11] constructed an example of an essential component $H$ such that $H(x)=O\left(\exp \left(\log ^{\frac{9}{10}} x\right)\right)$. For any given $\eta>0$, Wirsing 18 constructed an essential component $H$ such that

$$
\begin{equation*}
H(x)=O(\exp (\eta \sqrt{\log x} \log \log x)) \tag{1}
\end{equation*}
$$

Finally, Ruzsa [14] gave a complete answer to this question by proving the following theorems.

Theorem 1. For any $c>0$, there exists an essential component $H$ such that $H(x) \ll \log ^{1+c} x$.
Theorem 2. Suppose $H \subset \mathbb{N}$ is such that for any $\epsilon>0,|H(x)|<\log ^{1+\epsilon} x$ infinitely often. Then there is a set $A \subset \mathbb{N}$ such that

$$
\begin{equation*}
0<\underline{d}(A)=\underline{d}(A+H)<1 . \tag{2}
\end{equation*}
$$

Consequently, there does not exist an essential component $H$ such that $H(x) \ll \log ^{1+o(1)} x$.

The construction in Theorem 1 is probabilistic and no deterministic construction of $H$ is known. Wirisng's bound (1) remains the best explicit construction to date.
1.2. Essential component in vector spaces. In view of the influential finite field model in additive combinatorics, it is natural to study the analog of essential components when $\mathbb{N}$ is replaced by a vector space over a finite field.

Let $\mathbb{F}=\mathbb{F}_{p}$ be the finite field over $p$ elements, where $p$ is prime. Let

$$
G:=\bigoplus_{i=0}^{\infty} \mathbb{F}=\left\{\left(x_{0}, x_{1}, \ldots\right): x_{i} \in \mathbb{F}, x_{i} \neq 0 \text { for finitely many } \mathrm{i}\right\}
$$

Additively, $G$ is isomorphic to the group $\mathbb{F}[t]$ of polynomials over $\mathbb{F}$. We will write $\mathbb{F}[t]$ and $G$ interchangeably and refer to elements of $G$ as both vectors and polynomials, though no arithmetic structure of $\mathbb{F}[t]$ is involved. Let $G_{n}=\{x \in \mathbb{F}[t]: \operatorname{deg} x<n\}$, then as an additive group, $G_{n} \cong \mathbb{F}^{n}$. We also define $G_{0}=\{0\}$. If $A$ is a subset of $G$, then by $A_{n}$ we denote $A \cap G_{n}$. We define the lower asymptotic density of $A$ to be

$$
\underline{d}(A)=\liminf _{n \rightarrow \infty} \frac{\left|A_{n}\right|}{p^{n}} .
$$

The upper asymptotic density $\bar{d}$ and asymptotic density $d$ are defined similarly. We say a set $H \subset G$ is an essential component if whenever $0<\underline{d}(A)<1$, we have

$$
\underline{d}(A)<\liminf _{n \rightarrow \infty} \frac{\left|A_{n}+H_{n}\right|}{p^{n}}
$$

Note that $\liminf _{n \rightarrow \infty} \frac{\left|A_{n}+H_{n}\right|}{p^{n}}$ is not necessarily the same as $\underline{d}(A+H)=\liminf _{n \rightarrow \infty} \frac{\left|(A+H)_{n}\right|}{p^{n}}$. In contrast to $\mathbb{N}, G$ is a group and in general we have $A_{n}+H_{n} \subsetneq(A+H)_{n}$. Since $A$ and $H$ are both infinite sets, little else can be said about $(A+H)_{n}$ in terms of $A_{n}$ and $H_{n}$. This observation, made precise by the following Proposition, shows that $\underline{d}(A+H)$ is of little interest and our notion is a natural analog of the notion of essential components in $\mathbb{N}$.

Proposition 3. If $H \subset G$ is infinite, then there is a set $A \subset G$ such that $d(A)=0$ and $A+H=G$.

Proof. Since $H$ is infinite, we can find a sequence $\left(h_{n}\right)_{n=1}^{\infty} \subset H$ such that $\operatorname{deg}\left(h_{n}\right)>\max \left(\operatorname{deg}\left(h_{n-1}\right), 2 n\right)$ for any $n>1$. Let

$$
A:=\cup_{n=1}^{\infty}\left(G_{n}-h_{n}\right)
$$

Then for any $n, A+H \supset\left(G_{n}-h_{n}\right)+h_{n}=G_{n}$, showing that $A+H=G$. On the other hand, notice that every element in $G_{n}-h_{n}$ has degree equal to $\operatorname{deg}\left(h_{n}\right)$. Thus

$$
\bar{d}(A)=\lim _{n \rightarrow \infty} \frac{\left|\cup_{j=1}^{n}\left(G_{j}-h_{j}\right)\right|}{p^{\operatorname{deg}\left(h_{n}\right)}}=\lim _{n \rightarrow \infty} \frac{\sum_{j=1}^{n} p^{j}}{p^{\operatorname{deg}\left(h_{n}\right)}}=0
$$

The problem of essential components in $\mathbb{F}[t]$ was already studied by Burke [3], who proved the following analog of Erdős' theorem: If $H$ is a basis of order $\leq k$, that is, $k H_{n}=G_{n}$ for any $n \in \mathbb{Z}^{+}$, then $H$ is an essential component. Clearly, if $H$ is a basis of order $\leq k$ then $\left|H_{n}\right| \gg p^{n / k}$.

In this paper, we prove the following analogs of Theorems 1 and 2 ,
Theorem 4. For any $c>0$, there exists an essential component $H \subset G$ such that $\left|H_{n}\right| \ll n^{1+c}$.
Theorem 5. Suppose $H \subset G$ is such that for any $\epsilon>0,\left|H_{n}\right|<n^{1+\epsilon}$ infinitely often. Then for any $0<\delta<1$, there is a set $A \subset G$ such that

$$
\begin{equation*}
\delta=\underline{d}(A)=\liminf _{n \rightarrow \infty} \frac{\left|A_{n}+H_{n}\right|}{p^{n}} \tag{3}
\end{equation*}
$$

Consequently, there does not exist an essential component $H$ such that $\left|H_{n}\right| \ll n^{1+o(1)}$.

We remark that our conclusion (3) is more precise than Ruzsa's (22) in that the density of $A$ can be any prescribed number $\delta$. The proofs of Theorems 4 and 5 will parallel those of Theorems 1 and 2 . In our proofs many details are cleaner thanks to the vector space structure of $G_{n}$, but some of the arguments don't carry to $G_{n}$ in a straightforward way, not least because of the fact that there is no linear ordering on $G$. In proving Theorem 5, we adapt Ruzsa's idea of "niveau sets", namely the set of points at which the Fourier transform of a function is large. The idea was first introduced by Ruzsa in proving Theorem 2 and has found applications in other problems (see [15], [9, [19]) and in particular in vector spaces (19). In the context of vector spaces, niveau sets are particularly pleasant.

Similarly to Theorem 1, the construction in Theorem 4 is probabilistic. It is therefore desirable to have an explicit example of an essential component with small counting function. It turns out that there is a connection between essential components in $\mathbb{F}[t]$ and small-bias sample spaces, an important notion in theoretical computer science. Using a construction of small-bias sample space by Alon-Goldreich-Håstad-Peralta [1], we prove the following:

Theorem 6. There exists an essential component $H \subset G$ with counting function $\left|H_{n}\right|=O_{p}\left(n^{3}\right)$.

Note that this bound is better than the bound (1) given by Wirsing's construction in $\mathbb{N}$.
The organization of the paper is as follows. In Section 2 we will recall some tools that are used in the proofs. Theorems 4, 5 are proved in Sections 3, 4 respectively. In Section 5 we will discuss explicit constructions of essential components in $\mathbb{F}_{p}[t]$ and prove Theorem 6 .
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## 2. Preliminaries

2.1. Notation. Recall that we use $G$ and $\mathbb{F}[t]$ interchangeably and an element of $G$ can be viewed as both a vector and a polynomial. An element $x=\left(x_{0}, x_{1}, \ldots\right)$ of $G$ is identified with the polynomial $\sum_{i=0}^{\infty} x_{i} t^{i}$. In particular, by deg $x$, we mean the largest $n$ such that $x_{n} \neq 0$. We define the support of $x$ as $\operatorname{supp}(x)=\left\{i: x_{i} \neq 0\right\}$. We say that $x$ is supported on a set $I$ if $\operatorname{supp}(x) \subset I$. We define $e(x)=e^{2 \pi i x}$ for $x \in \mathbb{R}$ and $e_{p}(x)=e(x / p)$ for $x \in \mathbb{F}$ (so $e_{p}$ is an additive character on $\mathbb{F}$ ). We will often make use
of the following fact (where $\cdot$ denotes the scalar product):

$$
\sum_{f \in G_{n}} e_{p}(x \cdot f)= \begin{cases}p^{n}, & \text { if } \operatorname{supp}(x) \cap[0, n)=\emptyset  \tag{4}\\ 0, & \text { otherwise }\end{cases}
$$

### 2.2. Probability tools.

Lemma 7 (Berry-Esseen inequality [20, Chapter 7, Theorem 6.1]). Let $X,\left\{X_{j}\right\}_{j=1}^{n}$ be independent, identically distributed random variables. Let

$$
\begin{equation*}
F(x)=\mathbf{P}\left(\frac{\sum_{j=1}^{n} X_{j}-n \mathbf{E}(X)}{\sqrt{n \operatorname{Var}(X)}} \leq x\right) \tag{5}
\end{equation*}
$$

and let $\Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-t^{2} / 2} d t$ be the cumulative distribution function of the standard normal distribution. Suppose $\mathbf{E}\left(|X-\mathbf{E}(X)|^{3}\right) \leq K<\infty$. Then

$$
\begin{equation*}
\sup _{x}|F(x)-\Phi(x)| \leq \frac{C \cdot K}{n^{1 / 2} \operatorname{Var}(X)^{3 / 2}} \tag{6}
\end{equation*}
$$

where $C$ is a constant less than 0.8 .

Our next tool is Bernstein's inequality. For real random variables, this can be found in [2, Corollary 2.11]. The complex case follows easily from applying the real case to the real and imaginary parts of $Z_{j}$.
Lemma 8 (Bernstein's inequality). Let $\left\{Z_{j}\right\}_{j=1}^{n}$ be independent bounded complex random variables such that $\mathbf{E}\left(\sum Z_{j}\right)=A$ and $\left|Z_{j}-\mathbf{E}\left(Z_{j}\right)\right| \leq k$ for all $j=1, \cdots, n$. Suppose $\sum_{j=1}^{n} \operatorname{Var}\left(Z_{j}\right) \leq \sigma^{2}$. Then for all $\lambda>0$,

$$
\mathbf{P}\left(\left|\sum_{j=1}^{n} Z_{j}-A\right| \geq \lambda\right) \leq 4 \exp \left(\frac{-\lambda^{2}}{4\left(\sigma^{2}+k \lambda / 3\right)}\right)
$$

We also need the following version of the law of large numbers.
Lemma 9 (Kolmogorov's strong law of large numbers [21, p. 12]). Let $\left\{X_{n}\right\}$ be a sequence of independent random variables with $\mathbf{E}\left(X_{n}\right)=0$ for all $n$. Let $\left\{a_{n}\right\}$ be a non-decreasing unbounded sequence of positive numbers. If $\sum_{n=1}^{\infty} \frac{\mathbf{E}\left(\left|X_{n}\right|^{2}\right)}{a_{n}^{2}}<\infty$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\sum_{j=1}^{n} X_{j}}{a_{n}}=0 \quad \text { a.s. } \tag{7}
\end{equation*}
$$

2.3. Fourier analysis tools. We need the following lemma of Ruzsa which relates essential components to the Fourier transform. Ruzsa proved it for general abelian groups, though we only need it for the case of $G_{n}$.

Lemma 10 ([14 , Corollary 7.3]). Let $K \subset G_{n}$ and arbitrary complex numbers $\left(c_{k}\right)_{k \in K}$ such that $\sum_{k \in K} c_{k}=1$. Define

$$
\xi(x)=\sum_{k \in K} c_{k} e_{p}(k \cdot x)
$$

for any $x \in G_{n}$. Suppose there is $\eta>0$ such that

$$
\begin{equation*}
|\xi(x)| \leq \eta \text { for all } x \in G_{n}, x \neq 0 \tag{8}
\end{equation*}
$$

Then for any set $A \subset G_{n}$, we have

$$
|A+K| \geq|A|+\left(1-\eta^{2}\right)|A|\left(1-\frac{|A|}{p^{n}}\right)
$$

Remark 1. Lemma 10 says that, if there is a trigonometric polynomial supported on $K$, all of whose values (except the one at 0 ) are small, then $K$ serves as an essential component in $G_{n}$. The most obvious choice for $\left(c_{k}\right)$ is $c_{k}=\frac{1}{|K|}$; however, in our application we will have to choose a different function.

Remark 2. Let $S \subset G_{n}$ be a multiset whose underlying set is $K$. For $k \in K$, let $c_{k}=($ multiplicity of $k$ in $S) /|S|$. It is easy to see that the condition (8) is satisfied if we have

$$
\begin{equation*}
\forall c \in \mathbb{F}, \forall x \in G_{n}, x \neq 0, \quad\left|\frac{1}{|S|} \#\{s \in S: x \cdot s=c\}-\frac{1}{p}\right| \leq \epsilon \tag{9}
\end{equation*}
$$

with $\epsilon=\frac{\eta}{p}$. A multiset $S$ satisfying $\sqrt{9}$ is called an $\epsilon$-biased sample space, or an $\epsilon$-biased sample set (see e.g. 6]). (In the usual definition in the literature, one has $p=2$, but clearly (9) makes sense for any $p$.) Thus if a multiset $S \subset G_{n}$ is an $\epsilon$-biased, then its underlying set $K$ is an essential component in $G_{n}$.

For completeness we reproduce Ruzsa's proof of Lemma 10 here.

Proof of Lemma 10. Let $B:=(A+K)^{c}$, then $B \cap(A+K)=\emptyset$. Therefore,

$$
\begin{aligned}
0 & =\sum_{x \in G_{n}} \sum_{b \in B} e_{p}(-x \cdot b) \sum_{a \in A} e_{p}(x \cdot a) \sum_{k \in K} c_{k} e_{p}(k \cdot x) \\
& =\sum_{x \in G_{n}} \xi(x) \sum_{b \in B} e_{p}(-x \cdot b) \sum_{a \in A} e_{p}(x \cdot a)
\end{aligned}
$$

By separating the contribution of $x=0$, we have

$$
\begin{aligned}
|B \| A| & =-\sum_{\substack{x \in G_{n} \\
x \neq 0}} \xi(x) \sum_{b \in B} e_{p}(-x \cdot b) \sum_{a \in A} e_{p}(x \cdot a) \\
& \leq \eta \sum_{\substack{x \in G_{n} \\
x \neq 0}}\left|\sum_{b \in B} e_{p}(-x \cdot b) \sum_{a \in A} e_{p}(x \cdot a)\right| \\
& \leq \eta\left(\sum_{\substack{x \in G_{n} \\
x \neq 0}}\left|\sum_{b \in B} e_{p}(-x \cdot b)\right|^{2}\right)^{1 / 2}\left(\sum_{\substack{x \in G_{n} \\
x \neq 0}}\left|\sum_{a \in A} e_{p}(x \cdot a)\right|^{2}\right)^{1 / 2} \text { by Cauchy-Schwarz's inequality } \\
& =\eta\left(|A|\left(p^{n}-|A|\right)\right)^{1 / 2}\left(|B|\left(p^{n}-|B|\right)\right)^{1 / 2} \quad \text { by Plancherel's identity }
\end{aligned}
$$

Therefore, $|A||B| \leq \eta^{2}\left(p^{n}-|A|\right)\left(p^{n}-|B|\right)$ and

$$
|B| \leq \frac{\eta^{2} p^{n}\left(p^{n}-|A|\right)}{|A|+\eta^{2}\left(p^{n}-|A|\right)}=p^{n} \frac{\eta^{2}(1-\delta)}{\delta+\eta^{2}(1-\delta)}
$$

where $\delta:=\frac{|A|}{p^{n}}$. Since $|B|=p^{n}-|A+K|$, we have

$$
\begin{aligned}
\frac{|A+K|}{p^{n}} & \geq \frac{\delta}{\delta+\eta^{2}(1-\delta)} \\
& =\delta+\frac{\left(1-\eta^{2}\right) \delta(1-\delta)}{\delta+\eta^{2}(1-\delta)} \\
& \geq \delta+\left(1-\eta^{2}\right) \delta(1-\delta)
\end{aligned}
$$

where we applied $\delta+\eta^{2}(1-\delta) \leq \delta+(1-\delta)=1$.

### 2.4. Combinatorics tools.

Lemma 11. Let $n \in \mathbb{Z}^{+}$and $C \subset G_{n}$ be a subset of $G_{n}$ with $|C|=\delta p^{n}>0$. Then exists $x \in G_{n}$ such that

$$
\begin{equation*}
\left|(C-x) \cap G_{m}\right| \geq \delta p^{m} \tag{10}
\end{equation*}
$$

for all $0 \leq m \leq n$. In particular, $x \in C$.

The proof of this lemma can be found in [10, p. 12]. For completeness we include the proof here.

Proof. We prove the lemma by induction on $n$. When $n=1$ we can take $x$ to be any element of $C$. Suppose the lemma is true for subsets of $G_{n-1}$. Since we have the partition

$$
G_{n}=\cup_{\alpha \in \mathbb{F}}\left(G_{n-1}+\alpha t^{n-1}\right)
$$

there must be $\alpha \in \mathbb{F}$ such that $\left|C \cap\left(G_{n-1}+\alpha t^{n-1}\right)\right| \geq \delta p^{n-1}$. Therefore, $\left|\left(C-\alpha t^{n-1}\right) \cap G_{n-1}\right| \geq \delta p^{n-1}$. Applying the induction hypothesis to the set $\left(C-\alpha t^{n-1}\right) \cap G_{n-1}$, we see that there is $y \in G_{n-1}$ such that

$$
\begin{equation*}
\left|\left(C-\alpha t^{n-1}-y\right) \cap G_{m}\right| \geq \delta p^{m} \tag{11}
\end{equation*}
$$

for all $0 \leq m \leq n-1$. Therefore, 10 is true with $x=\alpha t^{n-1}+y$. The assertion $x \in C$ follows from applying 10 with $m=0$.

## 3. Proof of Theorem 4

In this section, we fix $0<c<1$. Let $\left(X_{f}\right)_{f \in G}$ be a family of independent random variables taking values in $\{0,1\}$ and

$$
\begin{equation*}
b_{f}=\mathbf{P}\left(X_{f}=1\right)=\frac{\operatorname{deg}(f)^{c}}{p^{\operatorname{deg}(f)}} \tag{12}
\end{equation*}
$$

if $\operatorname{deg}(f) \geq 1 ; b_{f}=1$ if $\operatorname{deg}(f) \leq 0$. Then the $X_{f}$ 's are Bernoulli and

$$
\begin{equation*}
\mathbf{E}\left(X_{f}\right)=b_{f}, \quad \operatorname{Var}\left(X_{f}\right)=b_{f}\left(1-b_{f}\right) \tag{13}
\end{equation*}
$$

Now we define

$$
\begin{equation*}
H:=\left\{f \in G: X_{f}=1\right\} \tag{14}
\end{equation*}
$$

On the one hand, we claim that $\left|H_{n}\right| \ll n^{1+c}$ holds almost surely. In order to see this, we apply Lemma 9 to the independent random variables $Y_{n}=\sum_{\operatorname{deg}(f)=n} X_{f}-n^{c}\left(1-p^{-1}\right)$ and the sequence $a_{n}=n^{1+c}$ for $n \geq 1$. Since $\mathbf{E}\left(Y_{n}\right)=0$ for all $n \geq 1$ and $\sum_{n=1}^{\infty} a_{n}^{-2} \mathbf{E}\left(\left|Y_{n}\right|^{2}\right) \leq \sum_{n=1}^{\infty} n^{-2-c}<\infty$, Lemma 9 implies that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\left|H_{n+1}\right|-\mathbf{E}\left(\left|H_{n+1}\right|\right)}{n^{1+c}}=\lim _{n \rightarrow \infty} \frac{\sum_{j=1}^{n} Y_{j}}{n^{1+c}}=0 \quad \text { a.s. } \tag{15}
\end{equation*}
$$

Thus, as $n \rightarrow \infty,\left|\left|H_{n}\right|-\mathbf{E}\left(\left|H_{n}\right|\right)\right|=o\left(n^{1+c}\right)$ and $\left|H_{n}\right| \ll \mathbf{E}\left(\left|H_{n}\right|\right) \ll n^{1+c}$ holds almost surely.
On the other hand, we will prove that $H$ is an essential component of $G$ almost surely. This is the purpose of the remaining of this section.

The strategy is to use Lemma 10 and produce a trigonometric polynomial supported on $H_{n}$, all of whose values are small except the one at 0 . A first step is the following, which guarantees that the trigonometric polynomial is small on a set $S$, as long as $|S|$ is not too big.

Lemma 12. Let $0<c<1$ and $n$ be sufficiently large depending on $c$. For $f \in G_{n}$, define

$$
\begin{equation*}
w_{0}(f)=\frac{1}{p^{n} b_{f}} \tag{16}
\end{equation*}
$$

(recall that $\left.b_{f}=\mathbf{E}\left(X_{f}\right)\right)$. Let

$$
\begin{equation*}
\xi_{0}(x)=\sum_{f \in G_{n}} w_{0}(f) X_{f} e_{p}(f \cdot x) \tag{17}
\end{equation*}
$$

for $x \in G_{n}$. Then for any subset $S \subset G_{n} \backslash\{0\}$ with $|S| \leq \exp \left(\frac{n^{c}}{200}\right)$, we have

$$
\begin{equation*}
\mathbf{P}\left(\left\{\left|\xi_{0}(0)-1\right|<\frac{1}{3}\right\} \wedge\left\{\max _{x \in S}\left|\xi_{0}(x)\right|<\frac{1}{3}\right\}\right) \geq 1-\exp \left(\frac{-n^{c}}{400}\right) \tag{18}
\end{equation*}
$$

Proof of Lemma 12. By the definition of $w_{0}(f)$, for every $x \in G_{n}$, we have

$$
\mathbf{E}\left(\xi_{0}(x)\right)=\frac{1}{p^{n}} \sum_{f \in G_{n}} e_{p}(x \cdot f)= \begin{cases}0, & \text { if } x \neq 0  \tag{19}\\ 1, & \text { if } x=0\end{cases}
$$

For every $x \in G_{n}$, we have

$$
\begin{align*}
\operatorname{Var}\left(\xi_{0}(x)\right) & =\operatorname{Var}\left(\operatorname{Re}\left(\xi_{0}(x)\right)\right)+\operatorname{Var}\left(\operatorname{Im}\left(\xi_{0}(x)\right)\right) \\
& \leq 2 \sum_{f \in G_{n}} w_{0}(f)^{2} b_{f}\left(1-b_{f}\right) \leq \frac{2}{p^{2 n}} \sum_{f \in G_{n} \backslash G_{0}} \frac{1}{b_{f}}<\frac{2}{p^{2 n}} \sum_{j=1}^{n-1} \frac{p^{2 j}}{j^{c}} \tag{20}
\end{align*}
$$

Note that since $\frac{p^{2(j+1)}}{(j+1)^{c}} / \frac{p^{2 j}}{j^{c}} \geq \frac{p^{2}}{2} \geq 2$, it is easy to show that $\sum_{j=1}^{n-1} \frac{p^{2 j}}{j^{c}} \leq \frac{p^{2 n}}{n^{c}}$. Hence, for every $x \in G_{n}$ the variance is

$$
\begin{equation*}
\operatorname{Var}\left(\xi_{0}(x)\right)<2 n^{-c} \tag{21}
\end{equation*}
$$

Moreover, since $\left|w_{0}(f) e_{p}(f \cdot x)\left(X_{f}-\mathbf{E}\left(X_{f}\right)\right)\right| \leq 2 w_{0}(f) \leq 2 n^{-c}$, Bernstein's inequality (Lemma 8) implies that

$$
\begin{align*}
& \mathbf{P}\left(\left|\xi_{0}(x)\right| \geq \frac{1}{3}\right) \leq 4 \exp \left(\frac{-n^{c}}{80}\right) \quad \text { for } x \neq 0 \\
& \mathbf{P}\left(\left|\xi_{0}(0)-1\right| \geq \frac{1}{3}\right) \leq 4 \exp \left(\frac{-n^{c}}{80}\right) \tag{22}
\end{align*}
$$

Since $4(|S|+1) \leq 4 \exp \left(\frac{n^{c}}{200}\right)+4<\exp \left(\frac{n^{c}}{100}\right)$ holds for all sufficiently large $n$ depending on $c$, using 22 and the union bound, we obtain that

$$
\mathbf{P}\left(\left\{\max _{x \in S}\left|\xi_{0}(x)\right| \geq \frac{1}{3}\right\} \vee\left\{\left|\xi_{0}(0)-1\right| \geq \frac{1}{3}\right\}\right) \leq 4(|S|+1) \exp \left(\frac{-n^{c}}{80}\right)<\exp \left(\frac{n^{c}}{100}\right) \exp \left(\frac{-n^{c}}{80}\right)
$$

In other words,

$$
\mathbf{P}\left(\left\{\max _{x \in S}\left|\xi_{0}(x)\right|<\frac{1}{3}\right\} \wedge\left\{\left|\xi_{0}(0)-1\right|<\frac{1}{3}\right\}\right) \geq 1-\exp \left(\frac{n^{c}}{100}\right) \exp \left(\frac{-n^{c}}{80}\right)=1-\exp \left(\frac{-n^{c}}{400}\right)
$$

as desired.

The trigonometric polynomial $\xi_{0}$ given by Lemma 12 covers only a set $S$ whose size is small compared to $G_{n}$. In the next Lemma, we will produce different trigonometric polynomials $\xi_{u}$, each covering a different set $S_{u}$, then "glue" these trigonometric polynomials together. We can do this as long as $\left|S_{u}\right|$ is not too big, and no element of $S_{u}$ is supported on $[n-u, n)$.
Lemma 13. Let $0<c<1$ and $n$ be sufficiently large depending on $c$. Let $u$ be an integer with $1 \leq u<n^{1-c / 3}$. For $f \in G_{n}$ we define

$$
w_{u}(f)= \begin{cases}w=\left(\left(1-p^{-1}\right) \sum_{j=n-u}^{n-1} j^{c}\right)^{-1}, & \text { if } n-u \leq \operatorname{deg}(f)<n  \tag{23}\\ 0, & \text { otherwise }\end{cases}
$$

Further, for $x \in G_{n}$, we define

$$
\begin{equation*}
\xi_{u}(x)=\sum_{f \in G_{n}} w_{u}(f) X_{f} e_{p}(f \cdot x) \tag{24}
\end{equation*}
$$

Then for any subset $S_{u} \subset\left\{x \in G_{n}: \operatorname{supp}(x) \cap[0, n-u) \neq \emptyset\right\}$ with $\left|S_{u}\right| \leq \exp \left(\frac{u n^{c}}{2000}\right)$, we have

$$
\begin{equation*}
\mathbf{P}\left(\left\{\left|\xi_{u}(0)-1\right|<\frac{1}{3}\right\} \wedge\left\{\max _{x \in S_{u}}\left|\xi_{u}(x)\right|<\frac{1}{3}\right\}\right) \geq 1-\exp \left(\frac{-u n^{c}}{6000}\right) \tag{25}
\end{equation*}
$$

Proof of Lemma 13. We first see that $\mathbf{E}\left(\xi_{u}(0)\right)=\sum_{f \in G_{n}} w_{u}(f) b_{f}=\sum_{j=n-u}^{n-1} \sum_{\operatorname{deg}(f)=j} w b_{f}=1$.
For $\operatorname{supp}(x) \cap[0, n-u) \neq \emptyset$, we have

$$
\begin{align*}
\mathbf{E}\left(\xi_{u}(x)\right) & =w \sum_{n-u \leq \operatorname{deg}(f)<n} \mathbf{E}\left(X_{f}\right) e_{p}(x \cdot f)=w \sum_{j=n-u}^{n-1} \frac{j^{c}}{p^{j}} \sum_{\operatorname{deg}(f)=j} e_{p}(f \cdot x)  \tag{26}\\
& =w \sum_{j=n-u}^{n-1} \frac{j^{c}}{p^{j}} \sum_{f \in G_{j+1} \backslash G_{j}} e_{p}(f \cdot x)=0 .
\end{align*}
$$

For $n>2^{3 / c}$, we have $u \leq n / 2$ and $w=\left(\left(1-p^{-1}\right) \sum_{j=n-u}^{n-1} j^{c}\right)^{-1} \leq 2\left(u(n / 2)^{c}\right)^{-1} \leq 4\left(u n^{c}\right)^{-1}$. Therefore,

$$
\begin{equation*}
\operatorname{Var}\left(\xi_{u}(x)\right) \leq 2 w^{2} \sum_{n-u \leq \operatorname{deg}(f)<n} \operatorname{Var}\left(X_{f}\right) \leq 2 w^{2} \sum_{j=n-u}^{n-1} j^{c}\left(1-\frac{j^{c}}{p^{j}}\right) \leq 2 w^{2} u n^{c} \leq \frac{32}{u n^{c}} \tag{27}
\end{equation*}
$$

Moreover, for each $f,\left|w_{u}(f) e_{p}(f \cdot x)\left(X_{f}-\mathbf{E}\left(X_{f}\right)\right)\right| \leq 2 w \leq 8\left(u n^{c}\right)^{-1}$. By Bernstein's inequality, for $\operatorname{supp}(x) \cap[0, n-u) \neq \emptyset$, we have

$$
\begin{align*}
& \mathbf{P}\left(\left|\xi_{u}(x)\right| \geq \frac{1}{3}\right) \leq 4 \exp \left(\frac{-u n^{c}}{1200}\right) \\
& \mathbf{P}\left(\left|\xi_{u}(0)-1\right| \geq \frac{1}{3}\right) \leq 4 \exp \left(\frac{-u n^{c}}{1200}\right) \tag{28}
\end{align*}
$$

Note that $4\left(\left|S_{u}\right|+1\right) \leq 4\left(\exp \left(\frac{u n^{c}}{2000}\right)+1\right)<\exp \left(\frac{u n^{c}}{1500}\right)$ holds for all sufficiently large $n$ depending on $c$. From (28), we hence can deduce that
$\mathbf{P}\left(\left\{\max _{x \in S_{u}}\left|\xi_{u}(x)\right| \geq \frac{1}{3}\right\} \vee\left\{\left|\xi_{u}(0)-1\right| \geq \frac{1}{3}\right\}\right) \leq 4\left(\left|S_{u}\right|+1\right) \exp \left(\frac{-u n^{c}}{1200}\right)<\exp \left(\frac{u n^{c}}{1500}\right) \exp \left(\frac{-u n^{c}}{1200}\right)$.
Therefore, we obtain that
$\mathbf{P}\left(\left\{\max _{x \in S_{u}}\left|\xi_{u}(x)\right|<\frac{1}{3}\right\} \wedge\left\{\left|\xi_{u}(0)-1\right|<\frac{1}{3}\right\}\right) \geq 1-\exp \left(\frac{u n^{c}}{1500}\right) \exp \left(\frac{-u n^{c}}{1200}\right)=1-\exp \left(\frac{-u n^{c}}{6000}\right)$,
which completes the proof.

As promised we will now glue different $\xi_{u}$ 's together. The point is that we need only $O_{c}(1)$ of them.
Lemma 14. Let $0<c<1$ and $n$ be sufficiently large depending on $c$ and $p$. Let $H$ be the set defined in (14). There exists a (random) trigonometric polynomial

$$
\psi_{n}(x)=\sum_{f \in G_{n}} v_{f} e_{p}(f \cdot x)
$$

supported on $H_{n}$ with $\psi_{n}(0)=1$ and

$$
\begin{equation*}
\mathbf{P}\left(\max _{\substack{x \in G_{n}, x \neq 0}}\left|\psi_{n}(x)\right| \geq 1-\frac{c}{12}\right)<\frac{3}{c} \exp \left(\frac{-n^{c}}{6000}\right) . \tag{29}
\end{equation*}
$$

Proof. We first take

$$
\begin{equation*}
u_{j}=\left\lfloor n^{1-j c / 3}\right\rfloor \quad \text { for } j=1,2, \ldots, k \tag{30}
\end{equation*}
$$

where $k=\left\lfloor\frac{3}{c}\right\rfloor-1$. Let $\xi_{j}(x)=\xi_{u_{j}}(x), w_{j}(f)=w_{u_{j}}(f)$, where $\xi_{u_{j}}(x)$ and $w_{u_{j}}(f)$ are defined as in Lemma 13, Let

$$
\begin{equation*}
A_{1}=\left\{x: \operatorname{supp}(x) \cap\left[0, n-u_{1}\right) \neq \emptyset\right\} . \tag{31}
\end{equation*}
$$

Since $n \log p<\frac{n^{1+2 c / 3}}{2000}$ for sufficiently large $n$, we note that $\left|A_{1}\right|<\exp (n \log p)<\exp \left(\frac{u_{1} n^{c}}{2000}\right)$ and hence $A_{1}$ satisfies the condition of Lemma 13. In general we let

$$
\begin{equation*}
A_{j}=\left\{x: \operatorname{supp}(x) \subset\left[n-u_{j-1}, n\right) \text { and } \operatorname{supp}(x) \cap\left[n-u_{j-1}, n-u_{j}\right) \neq \emptyset\right\} \tag{32}
\end{equation*}
$$

for $2 \leq j \leq k$. By the definition of $u_{j}$, we note that $u_{j-1} \log p<\frac{u_{j} n^{c}}{2000}$ for large $n$ and hence $\left|A_{j}\right| \leq$ $p^{u_{j-1}} \leq \exp \left(\frac{u_{j} n^{c}}{2000}\right)$. Thus, all the sets $A_{j}$ satisfy the condition of Lemma 13 and we obtain

$$
\begin{equation*}
\mathbf{P}\left(\left\{\max _{x \in A_{j}}\left|\xi_{j}(x)\right|<\frac{1}{3}\right\} \wedge\left\{\left|\xi_{j}(0)-1\right|<\frac{1}{3}\right\}\right) \geq 1-\exp \left(\frac{-u_{j} n^{c}}{6000}\right) \tag{33}
\end{equation*}
$$

for $j=1,2, \ldots, k$. Finally, we let

$$
\begin{equation*}
A_{0}=\left(G_{n} \backslash\{0\}\right) \backslash\left(\cup_{j=1}^{k} A_{j}\right)=\left\{x: \operatorname{supp}(x) \subset\left[n-u_{k}, n\right)\right\} \tag{34}
\end{equation*}
$$

Since $u_{k} \log p<n^{2 c / 3} \log p<\frac{n^{c}}{200}$ for all sufficiently large $n,\left|A_{0}\right|=p^{u_{k}}-1<\exp \left(\frac{n^{c}}{200}\right)$ holds and hence $A_{0}$ satisfies the condition of Lemma 12. Thus, for $\xi_{0}(x)$ defined in Lemma 12 , we have

$$
\begin{equation*}
\mathbf{P}\left(\left\{\max _{x \in A_{0}}\left|\xi_{0}(x)\right|<\frac{1}{3}\right\} \wedge\left\{\left|\xi_{0}(0)-1\right|<\frac{1}{3}\right\}\right) \geq 1-\exp \left(\frac{-n^{c}}{400}\right) \tag{35}
\end{equation*}
$$

We now define the trigonometric polynomial

$$
\begin{equation*}
\psi_{n}(x):=\frac{\sum_{j=0}^{k} \xi_{j}(x)}{\sum_{j=0}^{k} \xi_{j}(0)} \tag{36}
\end{equation*}
$$

Then clearly $\psi_{n}(0)=1$ and $\psi_{n}$ is supported on $H_{n}$ because all the $\xi_{j}$ are supported on $H_{n}$. Also, all the $\xi_{j}(0)$ are real and positive.

If all the events on the left hand sides of (33) and 35 occur, then $\sum_{j=0}^{k} \xi_{j}(0) \leq 4(k+1) / 3$. If $x \in G_{n} \backslash\{0\}$ then there is at least one $i \in[1, k]$ such that $x \in A_{i}$ and consequently $\left|\xi_{i}(x)\right| \leq 1 / 3 \leq$ $\xi_{i}(0)-1 / 3$. For all other $j \in[1, k]$ we bound trivially $\left|\xi_{j}(x)\right| \leq \xi_{j}(0)$. Thus

$$
\begin{equation*}
\left|\psi_{n}(x)\right|=\frac{\left|\sum_{j=0}^{k} \xi_{j}(x)\right|}{\sum_{j=0}^{k} \xi_{j}(0)} \leq 1-\frac{1 / 3}{\sum_{j=0}^{k} \xi_{j}(0)}<1-\frac{1 / 3}{4(k+1) / 3}<1-\frac{c}{12} \tag{37}
\end{equation*}
$$

Consequently,

$$
\begin{aligned}
\mathbf{P}\left(\max _{\substack{x \in G_{n}, x \neq 0}}\left|\psi_{n}(x)\right| \geq 1-\frac{c}{12}\right) & \leq \mathbf{P}(\{\text { there exists a } j \in[1, k] \text { s.t. (33) fails }\} \vee\{\text { inequality (35) fails }\}) \\
& <\sum_{j=1}^{k} \exp \left(\frac{-u_{j} n^{c}}{6000}\right)+\exp \left(\frac{-n^{c}}{400}\right)<\frac{3}{c} \exp \left(\frac{-n^{c}}{6000}\right)
\end{aligned}
$$

This completes the proof.

Proof of Theorem 4. By Lemma 14, for a sufficiently large number $M$, we have

$$
\begin{equation*}
\sum_{n>M}^{\infty} \mathbf{P}\left(\max _{x \neq 0}\left|\psi_{n}(x)\right| \geq 1-\frac{c}{12}\right)<\sum_{n>M}^{\infty} \frac{3}{c} \exp \left(\frac{-n^{c}}{6000}\right)<\infty \tag{38}
\end{equation*}
$$

Therefore, by the Borel-Cantelli Lemma, the events $\left\{\max _{\substack{x \in G_{n} \\ x \neq 0}},\left|\psi_{n}(x)\right| \geq 1-\frac{c}{12}\right\}$ occur for only finitely many $n$, almost surely.

Let $A$ be any subset of $\mathbb{F}[t]$ with $\underline{d}(A)=\delta \in(0,1)$. Using Lemma 10 with $\eta=1-\frac{c}{12}$, we obtain that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{\left|A_{n}+H_{n}\right|}{p^{n}} \geq \liminf _{n \rightarrow \infty}\left\{\frac{\left|A_{n}\right|}{p^{n}}+\left(\frac{c}{6}-\frac{c^{2}}{144}\right) \frac{\left|A_{n}\right|}{p^{n}}\left(1-\frac{\left|A_{n}\right|}{p^{n}}\right)\right\} \quad \text { almost surely } \tag{39}
\end{equation*}
$$

The right-hand side of 3 ) is easily seen to be $\geq \delta+\left(\frac{c}{6}-\frac{c^{2}}{144}\right) \delta(1-\delta)$, since the function $x \mapsto x+a x(1-x)$ for with $a=\frac{c}{6}-\frac{c^{2}}{144}$ is continuous and increasing on ( 0,1 ). Thus $\lim _{\inf }^{n \rightarrow \infty}{ }_{n} \frac{\left|A_{n}+H_{n}\right|}{p^{n}}>\delta$ almost surely, which finishes the proof.

## 4. Proof of Theorem 5

We first begin with the following Lemma, which says that if $\left|H_{n}\right|<n^{1+\epsilon / 2}$ infinitely often, then we can find a subsequence of $n$ such that the elements of $H$ are well-spaced in $G_{n}$.

Lemma 15. Suppose $H \subset G$ and $\epsilon>0$ are such that $\left|H_{n}\right|<n^{1+\epsilon / 2}$ infinitely often. Then there are infinitely $n$ such that

$$
\begin{equation*}
\left|H_{n}\right|<n^{1+\epsilon} \quad \text { and } \quad\left|H_{n}\right|-\left|H_{m}\right| \leq n^{\epsilon}(n-m) \quad \text { for any } 1 \leq m \leq n \tag{40}
\end{equation*}
$$

Proof. Suppose for a contradiction that there exists $N_{0}>0$ such that for all $u>N_{0}$, if $\left|H_{u}\right|<u^{1+\epsilon}$ then there is $1 \leq v<u$ such that

$$
\begin{equation*}
\left|H_{u}\right|-\left|H_{v}\right|>u^{\epsilon}(u-v) \tag{41}
\end{equation*}
$$

By the hypothesis, there exists $n>\max \left\{2 N_{0}, 4^{1+1 / \epsilon}\right\}$ such that

$$
\begin{equation*}
\left|H_{n}\right|<n^{1+\epsilon / 2} \tag{42}
\end{equation*}
$$

Since $n>4^{1+1 / \epsilon}$, we have

$$
n^{1+\epsilon / 2} \leq(n / 2)^{1+\epsilon}
$$

Note that for any $n / 2 \leq m \leq n$, we have

$$
\begin{equation*}
\left|H_{m}\right| \leq\left|H_{n}\right|<n^{1+\epsilon / 2} \leq(n / 2)^{1+\epsilon} \leq m^{1+\epsilon} \tag{43}
\end{equation*}
$$

We apply 41) to $u=n$ and find $m_{1} \in[1, n)$ such that $\left|H_{n}\right|-\left|H_{m_{1}}\right|>n^{\epsilon}\left(n-m_{1}\right)$. We put $m_{0}=n$. Suppose we have found $m_{i-1}$. As long as $m_{i-1} \geq n / 2$, thanks to 43), we can apply 41) with $u=m_{i-1}$ to find $m_{i}=v \in\left[1, m_{i-1}\right)$. Let $k$ be the greatest integer such that $m_{k-1} \geq n / 2$, then $m_{k}<n / 2$ and

$$
\begin{equation*}
\left|H_{m_{i-1}}\right|-\left|H_{m_{i}}\right|>m_{i-1}^{\epsilon}\left(m_{i-1}-m_{i}\right)>(n / 2)^{\epsilon}\left(m_{i}-m_{i-1}\right) \tag{44}
\end{equation*}
$$

for all $1 \leq i \leq k$. Summing these inequalities over $1 \leq i \leq k$, we get

$$
\begin{equation*}
\left|H_{n}\right|>\left(n-m_{k}\right)(n / 2)^{\epsilon} \geq(n / 2)^{1+\epsilon} \tag{45}
\end{equation*}
$$

This inequality contradicts 42. This completes the proof.
Lemma 16. Suppose $n$ and $H$ satisfy the property 40 . Let $k=\left\lfloor\frac{1}{4 \epsilon}\right\rfloor$. If $n$ is sufficiently large, then there are $r_{1}, \ldots, r_{k} \in G_{n}$ of disjoint supports such that for any $1 \leq j \leq k, \operatorname{supp}\left(r_{j}\right) \subset[n-\lfloor\sqrt{n}\rfloor, n)$ and

$$
\begin{equation*}
H_{n} \subset\left\langle r_{j}\right\rangle^{\perp} \cup \cap_{i=1}^{j-1}\left\langle r_{i}\right\rangle^{\perp} \tag{46}
\end{equation*}
$$

were $\left\langle r_{i}\right\rangle^{\perp}$ is the orthogonal complement in $G_{n}$ of $r_{i}$. Consequently, for any $h \in H_{n}$, we have $h \cdot r_{i}=0$ for all $i=1, \ldots, k$ with at most one exception.

Proof. First let $d_{1}:=1$ and $r_{1}$ be any vector supported on $\{n-1\}$. Since $\left\langle r_{1}\right\rangle^{\perp}=G_{n-1}$, all elements in $H_{n} \backslash\left\langle r_{1}\right\rangle^{\perp}$ are not in $H_{n-1}$. By inequality 40 we hence have that $\left|H_{n} \backslash\left\langle r_{1}\right\rangle^{\perp}\right| \leq n^{\epsilon}$. Let $d_{2}:=\left\lfloor n^{\epsilon}\right\rfloor+d_{1}+2$. We shall find $r_{2}$ with $\operatorname{supp}\left(r_{2}\right) \subset\left[n-d_{2}, n-d_{1}\right)$ such that $H_{n} \backslash\left\langle r_{1}\right\rangle^{\perp} \subset\left\langle r_{2}\right\rangle^{\perp}$. The subspace $\left\langle H_{n} \backslash\left\langle r_{1}\right\rangle^{\perp}\right\rangle^{\perp}$ has dimension at least $n-\left\lfloor n^{\epsilon}\right\rfloor-1$ and the subspace spanned by $\left\{t \in G_{n}\right.$ : $\left.\operatorname{supp}(t) \subset\left[n-d_{2}, n-d_{1}\right)\right\}$ has dimension $d_{1}-d_{2}=\left\lfloor n^{\epsilon}\right\rfloor+2$. The sum of these dimensions is greater than $n$, which implies that the two subspaces has nonzero intersection. Thus we can find a vector $r_{2}$ supported on $\left[n-d_{2}, n-d_{1}\right.$ ) satisfying $h \cdot r_{2}=0$ for all $h \in H_{n} \backslash\left\langle r_{1}\right\rangle^{\perp}$.

In general, suppose we have found $\left\{r_{i}\right\}_{i=1}^{j-1}$ and $\left\{d_{i}\right\}_{i=1}^{j-1}$ such that $\operatorname{supp}\left(r_{i}\right) \in\left[n-d_{i}, n-d_{i-1}\right)$. We next want to find $r_{j}$ satisfying

$$
\begin{equation*}
H_{n} \backslash \cap_{i=1}^{j-1}\left\langle r_{i}\right\rangle^{\perp} \subset\left\langle r_{j}\right\rangle^{\perp} \tag{47}
\end{equation*}
$$

Since $H_{n} \backslash \cap_{i=1}^{j-1}\left\langle r_{i}\right\rangle^{\perp}$ is supported on $\left[0, n-d_{j-1}\right)$, by property 40 , we have $\left|H_{n} \backslash \cap_{i=1}^{j-1}\left\langle r_{i}\right\rangle^{\perp}\right| \leq n^{\epsilon} d_{j-1}$ and hence $\left\langle H_{n} \backslash \cap_{i=1}^{j-1}\left\langle r_{i}\right\rangle^{\perp}\right\rangle^{\perp}$ has dimension at least $n-\left\lfloor n^{\epsilon} d_{j-1}\right\rfloor-1$. Further by letting

$$
\begin{equation*}
d_{j}:=\left\lfloor n^{\epsilon} d_{j-1}\right\rfloor+d_{j-1}+2 \tag{48}
\end{equation*}
$$

the dimension of the subspace spanned by $\left\{t \in G_{n}: \operatorname{supp}(t) \subset\left[n-d_{j}, n-d_{j-1}\right)\right\}$ is $d_{j}-d_{j-1}=$ $\left\lfloor n^{\epsilon} d_{j-1}\right\rfloor+2$. Thus the sum of the dimensions of these two subspaces is greater than $n$ and their intersection must be nonzero, which yields a $r_{j} \operatorname{such}$ that $\operatorname{supp}\left(r_{j}\right) \in\left(n-d_{j}, n-d_{j-1}\right]$ and $h \cdot r_{j}=0$ for all $h \in H_{n} \backslash \cap_{i=1}^{j-1}\left\langle r_{i}\right\rangle^{\perp}$.

We can continue this process as long as $d_{j}<n$. From (48) we obtain that $d_{j} \leq\left(n^{\epsilon}+3\right) d_{j-1}$ for all $j$. For $k=\left\lfloor\frac{1}{4 \epsilon}\right\rfloor$, we have

$$
d_{k} \leq\left(n^{\epsilon}+3\right)^{k}<n^{2 \epsilon k}<\lfloor\sqrt{n}\rfloor<n
$$

which means that we can construct $k$ vectors $\left\{r_{j}\right\}_{j=1}^{k}$ of disjoint supports and $\operatorname{supp}\left(r_{j}\right) \subset(n-\lfloor\sqrt{n}\rfloor, n)$ for all $j=1, \cdots, k$.

Now it remains to show that for every $h \in H_{n}, h \cdot r_{j}=0$ holds for all $1 \leq j \leq k$ with at most one exception. On rewriting 47), we obtain the formula 46 for all $1 \leq j \leq k$. Take $h \in H_{n}$ and let $\ell$ be the first index such that $h \notin\left\langle r_{\ell}\right\rangle^{\perp}$. If $\ell=k$, then $r_{k}$ could be the exception. If $\ell<k$, by taking $\ell \leq j \leq k$ in (46), we know $h$ has to be in $\left\langle r_{i}\right\rangle^{\perp}$ for all $\ell+1 \leq i \leq k$, in which case $r_{\ell}$ is the exception. This completes the proof.

Proposition 17. Let $0<\delta<1$ and $\epsilon>0$. Suppose $H \subset G$ is such that for any $\epsilon>0,\left|H_{n}\right|<n^{1+\epsilon / 2}$ infinitely often. Then for each sufficiently large $n$ satisfying 40, there exists a subset $B_{n}$ satisfying the following four properties:
(i) $\delta \leq \frac{\left|B_{n}\right|}{p^{n}}$;
(ii) $\frac{\left|B_{n}+H_{n}\right|}{p^{n}} \leq \delta+O\left(\epsilon^{1 / 2}\right)$;
(iii) $\frac{\left|B_{n} \cap G_{m}\right|}{p^{m}} \geq \frac{\left|B_{n}\right|}{p^{n}}$ for all $0 \leq m \leq n$;
(iv) $G_{n-\lfloor\sqrt{n}\rfloor} \subset B_{n}$.

Proof. Let $k=\left\lfloor\frac{1}{4 \epsilon}\right\rfloor$. For any sufficiently large $n$ satisfying (40), let $\left\{r_{j}\right\}_{j=1}^{k}$ be vectors of disjoint supports and supported on $(n-\lfloor\sqrt{n}\rfloor, n)$ given by Lemma 16 .

For $f \in G_{n}$, we define $X_{j}(f)=\operatorname{Re}\left(e_{p}\left(f \cdot r_{j}\right)\right)$. Since $r_{j}$ is supported on $(n-\lfloor\sqrt{n}\rfloor, n), X_{j}$ is constant on translates of $G_{n-\lfloor\sqrt{n}\rfloor}$. Since the $r_{j}$ 's have disjoint supports, we can regard the $X_{j}$ 's as independent random variables from $G_{n}$ to $\mathbb{R}$. It is easy to see that

$$
\mathbf{E}\left(X_{j}\right)=0, \quad \operatorname{Var}\left(X_{j}\right)=\left\{\begin{array}{ll}
1 / 2, & \text { if } p \neq 2  \tag{49}\\
1, & \text { if } p=2
\end{array} \quad \text { and } \quad \mathbf{E}\left(\left|X_{j}-\mathbf{E}\left(X_{j}\right)\right|^{3}\right) \leq 1\right.
$$

Now we define

$$
\begin{equation*}
X=\sum_{j=1}^{k} X_{j} \tag{50}
\end{equation*}
$$

and

$$
F(x)= \begin{cases}\mathbf{P}(\sqrt{2 / k} X \leq x) & \text { if } p \neq 2 \\ \mathbf{P}(\sqrt{1 / k} X \leq x) & \text { if } p=2\end{cases}
$$

By the Berry-Esseen inequality (Lemma 7), we have

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}|F(x)-\Phi(x)| \leq \frac{2 \sqrt{2}}{\sqrt{k}} \tag{51}
\end{equation*}
$$

where $\Phi(x)$ is the cumulative distribution function of the standard normal distribution. For each $m \in \mathbb{Z}$, define the niveau set

$$
\begin{equation*}
S_{m}=\left\{f: f \in G_{n}, X(f) \geq m\right\} \tag{52}
\end{equation*}
$$

Then $G_{n-\lfloor\sqrt{n}\rfloor}=S_{k} \subset S_{k-1} \subset \cdots$. Since $X$ is constant on translates of $G_{n-\lfloor\sqrt{n}\rfloor}$, if $x \in S_{m}$, then $x+G_{n-\lfloor\sqrt{n}\rfloor} \subset S_{m}$.

For any $h \in H_{n}$ and $f \in G_{n}$, we have

$$
\begin{equation*}
|X(f+h)-X(f)|=\left|\sum_{j=1}^{k} \operatorname{Re}\left(e_{p}\left(f \cdot r_{j}\right)\left(e_{p}\left(h \cdot r_{j}\right)-1\right)\right)\right| \leq 2 \tag{53}
\end{equation*}
$$

since $h \cdot r_{j}=0$ with at most one exception. From the definition of $S_{m}$, this implies that

$$
\begin{equation*}
S_{m}+H_{n} \subset S_{m-2} \tag{54}
\end{equation*}
$$

for any $m$.
Let $M$ be the largest integer such that $\left|S_{M}\right| \geq \delta p^{n}$, then $M<k$ if $n$ is sufficiently large. We let $B_{n}=S_{M}$. By the definition of $M$, we have $\left|S_{M+1}\right|<\delta p^{n}$ and $G_{n-\lfloor\sqrt{n}\rfloor} \subset B_{n}$.

From (54) we have $B_{n}+H_{n} \subset S_{M-2}$ and

$$
\begin{align*}
\frac{\left|B_{n}+H_{n}\right|}{\left|G_{n}\right|} & \leq \frac{\left|S_{M+1}\right|}{\left|G_{n}\right|}+\frac{\left|S_{M-2} \backslash S_{M+1}\right|}{\left|G_{n}\right|} \\
& \leq \delta+\frac{\left|\left\{f \in G_{n}: M-2 \leq X(f)<M+1\right\}\right|}{\left|G_{n}\right|}  \tag{55}\\
& = \begin{cases}\delta+F(\sqrt{2 / k}(M+1))-F(\sqrt{2 / k}(M-2)) & \text { if } p \neq 2, \\
\delta+F(\sqrt{1 / k}(M+1))-F(\sqrt{1 / k}(M-2)) & \text { if } p=2 .\end{cases}
\end{align*}
$$

The triangle inequality and (51) imply that for all $a>b$

$$
\begin{equation*}
|F(a)-F(b)| \leq|\Phi(a)-\Phi(b)|+4 \sqrt{2 / k} . \tag{56}
\end{equation*}
$$

Further, we note that

$$
\begin{equation*}
|\Phi(a)-\Phi(b)|=\frac{1}{\sqrt{2 \pi}}\left|\int_{a}^{b} e^{-u^{2} / 2} d u\right| \leq|a-b| \tag{57}
\end{equation*}
$$

Combining this inequality with (56) and (55), we have

$$
\begin{equation*}
\frac{\left|B_{n}+H_{n}\right|}{p^{n}} \leq \delta+7 \sqrt{2 / k}=\delta+O(\sqrt{\epsilon}) \tag{58}
\end{equation*}
$$

Recall that by Lemma 11. there exists a vector $x_{n} \in B_{n}$ such that $\frac{\left|\left(B_{n}-x_{n}\right) \cap G_{m}\right|}{p^{m}} \geq \frac{\left|B_{n}\right|}{p^{n}}$ for all $0 \leq m \leq n$. Since $G_{n-\lfloor\sqrt{n}\rfloor} \subset B_{n}-x_{n}$, Proposition 17 follows by taking the shifted set as our new $B_{n}$.

Proof of Theorem 5. Fix $0<\delta<1$, and suppose that for any $\epsilon>0,\left|H_{n}\right|<n^{1+\epsilon}$ holds for infinitely many $n$. By Lemma 15 , for each $k>1$, there are infinitely many $n$ such that $\left|H_{n}\right|<n^{1+1 / k}$ and 40) holds with $\epsilon=1 / k$. Let $n_{k}$ be such an $n$, and since there are infinitely many choices for $n_{k}$, we may require that $n_{k}-\left\lfloor\sqrt{n_{k}}\right\rfloor>2 n_{k-1}$ for any $k>0$.

Let $B_{n_{k}} \subset G_{n_{k}}$ be the set provided by Proposition 17 with $\epsilon=1 / k$. Our goal is to glue the sets $B_{n_{k}}$ together. Set

$$
\begin{equation*}
A:=\bigcup_{k=1}^{\infty}\left(B_{n_{k}} \backslash G_{n_{k-1}}\right) \tag{59}
\end{equation*}
$$

where we define $G_{n_{0}}=\emptyset$. (A simple union $\cup_{k=1}^{\infty} B_{n_{k}}$ won't work; this is where our construction differs from Ruzsa's.) Note that by Proposition 17 (iv), $B_{n_{k}} \supset G_{2 n_{k-1}} \supset G_{n_{k-1}}$, so the union in (59) is a disjoint union.

For any $m>0$, we have

$$
\begin{align*}
A_{m} & =\bigcup_{n_{l} \geq m}\left(G_{m} \cap\left(B_{n_{l+1}} \backslash G_{n_{l}}\right)\right) \cup \bigcup_{n_{l}<m}\left(G_{m} \cap\left(B_{n_{l+1}} \backslash G_{n_{l}}\right)\right) \\
& =\bigcup_{n_{l}<m}\left(G_{m} \cap\left(B_{n_{l+1}} \backslash G_{n_{l}}\right)\right) . \tag{60}
\end{align*}
$$

Claim 1: $\lim \inf _{n \rightarrow \infty} \frac{\left|A_{n}+H_{n}\right|}{\left|G_{n}\right|} \leq \delta$.

Indeed, from we have $A_{n_{k}}=\cup_{l=1}^{k}\left(G_{n_{k}} \cap\left(B_{n_{l}} \backslash G_{n_{l-1}}\right)\right) \subset \cup_{l=1}^{k}\left(G_{n_{k}} \cap B_{n_{l}}\right)$ and

$$
\begin{aligned}
\frac{\left|A_{n_{k}}+H_{n_{k}}\right|}{\left|G_{n_{k}}\right|} & \leq \frac{\left|B_{n_{k}}+H_{n_{k}}\right|}{\left|G_{n_{k}}\right|}+\sum_{l=1}^{k-1} \frac{\left|B_{n_{l}}+H_{n_{k}}\right|}{\left|G_{n_{k}}\right|} \\
& \leq \delta+O\left(\epsilon_{k}^{-1 / 2}\right)+\frac{\sum_{l=1}^{k-1} n_{k}^{1+1 / k} p^{n_{l}}}{p^{n_{k}}} \\
& \leq \delta+O\left(\epsilon_{k}^{-1 / 2}\right)+O\left(n_{k}^{1+1 / k} p^{-n_{k} / 2}\right)
\end{aligned}
$$

where on the second line we use Proposition 17 (ii) and the trivial bound $\left|B_{n_{l}}+H_{n_{k}}\right| \leq\left|H_{n_{k}}\right|\left|B_{n_{l}}\right| \leq$ $\left|H_{n_{k}}\right| p^{n_{l}}$. Letting $k \rightarrow \infty$, the claim follows.

Claim 2: $\liminf _{n \rightarrow \infty} \frac{\left|A_{n}\right|}{p^{n}} \geq \delta$. Indeed, we will show that for any $m$ with $n_{k}<m \leq n_{k+1}$, we have

$$
\begin{equation*}
\frac{\left|A_{m}\right|}{p^{m}} \geq \delta-\frac{1}{p^{n_{k-1}}} \tag{61}
\end{equation*}
$$

We distinguish two cases:
Case 1: When $2 n_{k}<m \leq n_{k+1}$, from we have

$$
\begin{align*}
\frac{\left|A_{m}\right|}{p^{m}} & \geq \frac{\left|\left(B_{n_{k+1}} \backslash G_{n_{k}}\right) \cap G_{m}\right|}{p^{m}}=\frac{\left|\left(B_{n_{k+1}} \cap G_{m}\right) \backslash G_{n_{k}}\right|}{p^{m}} \\
& \geq \frac{\left|\left(B_{n_{k+1}} \cap G_{m}\right)\right|-\left|G_{n_{k}}\right|}{p^{m}}  \tag{62}\\
& \geq \delta-\frac{1}{p^{m-n_{k}}} \geq \delta-\frac{1}{p^{n_{k}}}
\end{align*}
$$

by Proposition 17 (i), (iii), and the fact that $m \geq 2 n_{k}$.
Case 2: When $n_{k}<m \leq 2 n_{k}$, then again from we have

$$
A_{m} \supset\left(\left(B_{n_{k+1}} \cap G_{m}\right) \backslash G_{n_{k}}\right) \cup\left(\left(B_{n_{k}} \cap G_{m}\right) \backslash G_{n_{k-1}}\right)=\left(G_{m} \backslash G_{n_{k}}\right) \cup\left(B_{n_{k}} \backslash G_{n_{k-1}}\right)
$$

where we have used the fact that $B_{n_{k}} \subset G_{n_{k}} \subset G_{m} \subset G_{2 n_{k}} \subset B_{n_{k+1}}$. Hence,

$$
\begin{align*}
\frac{\left|A_{m}\right|}{p^{m}} & \geq 1-\frac{1}{p^{m-n_{k}}}+\frac{\delta}{p^{m-n_{k}}}-\frac{1}{p^{m-n_{k-1}}}  \tag{63}\\
& \geq \delta-\frac{1}{p^{n_{k-1}}}
\end{align*}
$$

since $m>n_{k}>2 n_{k-1}$ and $1-\frac{1}{a}+\frac{\delta}{a} \geq \delta$ for $a:=p^{m-n_{k}}>1$. Thus in any case 61) is true, and $\liminf _{n \rightarrow \infty} \frac{\left|A_{n}\right|}{\left|G_{n}\right|} \geq \delta$.

Putting everything together, we have

$$
\begin{equation*}
\delta \leq \liminf _{n \rightarrow \infty} \frac{\left|A_{n}\right|}{\left|G_{n}\right|} \leq \liminf _{n \rightarrow \infty} \frac{\left|A_{n}+H_{n}\right|}{\left|G_{n}\right|} \leq \delta \tag{64}
\end{equation*}
$$

which implies $\delta=\underline{d}(A)=\liminf _{n \rightarrow \infty} \frac{\left|A_{n}+H_{n}\right|}{\left|G_{n}\right|}$, as desired.

## 5. Construction of an explicit essential component

Recall (Remark 2) that a multiset $S \subset G_{n}$ is $\epsilon$-biased if

$$
\forall c \in \mathbb{F}, \forall x \in G_{n}, x \neq 0, \quad\left|\frac{1}{|S|} \#\{s \in S: x \cdot s=c\}-\frac{1}{p}\right| \leq \epsilon
$$

Lemma 10 implies that if $S \subset G_{n}$ is $\epsilon$-biased, then its underlying set $K$ is an essential component of $G_{n}$. In theoretical computer science, it is desirable to construct such a multiset $S$ that has a small size relative to both $n$ and $\epsilon$. The current record (at least when $p=2$ ) is due to Ta-Shma [17], who constructed a multiset $S$ with $|S|=O\left(\frac{n}{\epsilon^{2+o(1)}}\right)$. For our purpose, we only need to work with any small, fixed $\epsilon$ (say $\left.\epsilon=\frac{1}{2 p}\right)$, so the dependence on $\epsilon$ is unimportant.

It turns out that we cannot simply use constructions of $\epsilon$-biased sample spaces as a "blackbox". Naturally, in order to construct an essential component $H$ in $\mathbb{F}[t]$, one would like to take $H$ to be the union of $K_{m}$, where $K_{m}$ is an essential component of $G_{m}$. This, however, does not guarantee that $H$ has small counting function, since $H_{n}=G_{n} \cap\left(\bigcup_{m=1}^{\infty} K_{m}\right)=\bigcup_{m=1}^{\infty}\left(K_{m} \cap G_{n}\right)$, and $K_{m}$ may have nonempty intersection with $G_{n}$ for $m>n$. Thus one needs information on the supports of elements of $K_{m}$. Alon-Goldreich-Håstad-Peralta's construction [1, Section 3] (see also [6, Theorem 2] for an exposition) is very simple and suits well our purpose. This construction gives $|S|=O_{p}\left(n^{2}\right)$, which is why our essential component has counting function $O_{p}\left(n^{3}\right)$. We will now describe their construction and also sketch the proof for the sake of completeness (Alon-Goldreich-Håstad-Peralta only worked with $p=2$, but the construction works for any $p$ ).

Let $\ell=\left\lfloor\log _{p} n+C_{p}\right\rfloor$ for some constant $C_{p}$. Let $P_{\ell}$ be the set of all irreducible polynomials polynomials in $\mathbb{F}[t]$ with degree $\ell$ and leading coefficient -1 . For each $s=\left(s_{0}, \ldots, s_{\ell-1}\right) \in G_{\ell}$ and $f=\left(f_{0}, f_{1}, \ldots, f_{\ell-1},-1\right) \in P_{\ell}$, we define an element $r=r(s, f)=\left(r_{0}, \ldots, r_{n-1}\right) \in G_{n}$ as follows

$$
r_{i}= \begin{cases}s_{i} & \text { for } 0 \leq i \leq \ell-1 \\ \ell-1 & \text { for } \ell \leq i \leq n-1 \\ \sum_{j=0} f_{j} r_{i-\ell+j}\end{cases}
$$

Claim: The multiset $S=\left\{r(s, f): s \in G_{\ell}, f \in P_{\ell}\right\}$ is $O_{p}\left(\frac{n}{p^{\ell}}\right)$-biased.
By adjusting $C_{p}$, we can make the quantity $O_{p}\left(\frac{n}{p^{\ell}}\right)$ less than $\frac{1}{2 p}$. Clearly $|S| \leq p^{2 \ell}=O_{p}\left(n^{2}\right)$.
It remains to prove the claim. Let us fix $x \in G_{n} \backslash\{0\}$ and $c \in \mathbb{F}$. We want to estimate $\mathbf{P}_{s \in G_{\ell}, f \in P_{\ell}}(x$. $r(s, f)=c)$. Without loss of generality we may assume $c \neq 0$. For each fixed $f \in P_{\ell}$, the map $s \mapsto r(s, f)$ from $G_{\ell}$ to $G_{n}$ is linear, and we denote its matrix by $M_{f}$. We have

$$
\mathbf{P}_{s \in G_{\ell}, f \in P_{\ell}}(x \cdot r(s, f)=c)=\mathbf{P}_{s \in G_{\ell}, f \in P_{\ell}}\left(x \cdot M_{f} s=c\right)=\mathbf{P}_{s \in G_{\ell}, f \in P_{\ell}}\left(M_{f}^{T} x \cdot s=c\right)
$$

where $M_{f}^{T}$ is the transpose of $M_{f}$. For each $f$, we have $\mathbf{P}_{s \in G_{\ell}}\left(M_{f}^{T} x \cdot s=c\right)$ is exactly $\frac{1}{p}$ if $M_{f}^{T} x \neq 0$, and 0 if $M_{f}^{T} x=0$. Thus the probability above is equal to $\frac{1}{p}\left(1-\mathbf{P}_{f \in P_{\ell}}\left(M_{f}^{T} x=0\right)\right)$.

On the other hand, by the construction of $M_{f}$, we can see that $M_{f}^{T} x$ is actually the reduction of $x$ modulo $f$ (it suffices to verify this for $x=t^{i}, 1 \leq i \leq n-1$ ). Hence if $M_{f}^{T} x=0$, then $f$ divides $x$. But $x$ cannot have more than $\frac{n}{\ell}$ irreducible factors of degree $\ell$. Therefore, $\mathbf{P}_{f \in P_{\ell}}\left(M_{f}^{T} x=0\right) \leq \frac{n / \ell}{\left|P_{\ell}\right|}=O_{p}\left(\frac{n}{p^{\ell}}\right)$.

We are now ready to prove Theorem 6

Proof of Theorem 66. For each $m$, let $S_{m} \subset G_{m}$ be the $\frac{1}{2 p}$-biased set given by the construction above and $K_{m}$ be its underlying set. In particular $\left|K_{m}\right| \leq\left|S_{m}\right|=O_{p}\left(m^{2}\right)$. We now define

$$
H=\bigcup_{m=0}^{\infty}\left(K_{m}-t^{m-1}\right)
$$

Let $A \subset G$ be a subset with $\underline{d}(A)=\delta \in(0,1)$. Then for any $n$ sufficiently large, we have

$$
\frac{\left|A_{n}+H_{n}\right|}{p^{n}} \geq \frac{\left|A_{n}+K_{n}-t^{n-1}\right|}{p^{n}}=\frac{\left|A_{n}+K_{n}\right|}{p^{n}} \geq \frac{\left|A_{n}\right|}{p^{n}}+c \frac{\left|A_{n}\right|}{p^{n}}\left(1-\frac{\left|A_{n}\right|}{p^{n}}\right)
$$

for some constant $c \in(0,1)$. Taking liminf of both sides, we have

$$
\liminf _{n \rightarrow \infty} \frac{\left|A_{n}+H_{n}\right|}{p^{n}} \geq \liminf _{n \rightarrow \infty}\left(\frac{\left|A_{n}\right|}{p^{n}}+c \frac{\left|A_{n}\right|}{p^{n}}\left(1-\frac{\left|A_{n}\right|}{p^{n}}\right)\right) \geq \delta+c \delta(1-\delta)
$$

since the function $x \mapsto x+c x(1-x)$ is increasing on $(0,1)$. This shows that $H$ is an essential component in $G$.

It remains to estimate $\left|H_{n}\right|$. We have

$$
H_{n}=H \cap G_{n}=\bigcup_{m=1}^{\infty}\left(\left(K_{m}-t^{m-1}\right) \cap G_{n}\right)
$$

Claim: If $\left(K_{m}-t^{m-1}\right) \cap G_{n} \neq \emptyset$ and $n$ is sufficiently large, then $m \leq 2 n$.
Indeed, suppose for a contradiction that $m>2 n$. Let $x=\left(x_{0}, x_{1}, \ldots, x_{m-1}\right) \in K_{m} \cap\left(t^{m-1}+G_{n}\right)$. Then $x_{m-1}=1$, while $x_{i}=0$ for any $n \leq i<m-1$. By the construction of $S_{m}$, we have $x=r(f, s)$ for some $s \in G_{\ell}$ and $f \in P_{\ell}$, where $\ell=\left\lfloor\log _{p} m+C_{p}\right\rfloor$. If $n$ is sufficiently large, then $m-1-\ell \geq n$. This yields the desired contradiction since $1=x_{m-1}=\sum_{j=0}^{\ell-1} f_{j} x_{m-1-\ell+j}=0$.

Hence, we have

$$
\left|H_{n}\right|=\left|\bigcup_{m=1}^{\infty}\left(\left(K_{m}+t^{m-1}\right) \cap G_{n}\right)\right| \leq \sum_{m=0}^{2 n}\left|K_{m}\right|=O_{p}\left(n^{3}\right)
$$

as desired.

By using a similar idea, and by using an isoperimetric inequality in $\mathbb{F}^{n}$ ([5, Theorem 1.2]) one can prove that for any $\eta>0$, the set

$$
H=\cup_{n=1}^{\infty}\left\{x+\mathbf{1}_{n}: x \in G_{n},|\operatorname{supp}(x)| \leq \eta \sqrt{n}\right\}
$$

is an essential component in $G$, where $\mathbf{1}_{n}:=1+t+\cdots+t^{n-1}$. This essential component has the advantage of being simpler, but its counting function is $\left|H_{n}\right|=\exp \left(O_{p}(\eta \sqrt{n} \log n)\right)$. This set is the analog of Wirsing's example (1).

Erdős [16, p. 147] asked whether the set $\left\{2^{n} 3^{m}: m, n \in \mathbb{N}\right\}$ is an essential component in $\mathbb{N}$. This is in keeping with the principle that multiplicative and additive structures don't mix well, as exemplified by sum-product estimates. Note that the counting function of this set is $O\left(\log ^{2} x\right)$. Erdős' question remains open. The following question is perhaps more tractable.

Problem. Can one prove or disprove a similar statement in $\mathbb{F}_{p}[t]$ ? For example, is the set $\left\{t^{n}(t+1)^{m}\right.$ : $m, n \in \mathbb{N}\}$ an essential component in $\mathbb{F}_{2}[t]$ ?
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